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PREFACE 

SECOND EDITION 

The first edition of this book was published in 1989. The basic intent of this edition 
remains the same; that is, as a cohesive presentation of power electronics fundamentals for 
applications and design in the power range of 500 kW or less, where a huge market exists 
and where the demand for power electronics engineers is likely to be. Based on the 
comments collected over a five-year period, we have made a number of substantial 
changes to the text. The key features are as follows: 

• An introductory chapter has been added to provide a review of basic electrical and 
magnetic circuit concepts, making it easier to use this book in introductory power 
electronics courses. 

• A chapter on computer simulation has been added that describes the role of com­
puter simulations in power electronics. Examples and problems based on PSpice@ 
and MATLAB@ are included. However, we have organized the material in such a 
way that any other simulation package can be used instead or the simulations can 
be skipped altogether. 

• Unlike the first edition, the diode rectifiers and the phase-controlled thyristor con­
verters are covered in a complete and easy-to-follow manner. These two chapters 
now contain 56 problems. 

• A new chapter on the design of inductors and transformers has been added that 
describes easy-to-understand concepts for step-by-step design procedures. This 
material will be extremely useful in introducing the design of magnetics into the 
curriculum. 

• A new chapter on heat sinks has been added. 

ORGANIZATION OF THE BOOK 

This book is divided into seven parts. Part 1 presents an introduction to the field of power 
electronics, an overview of power semiconductor switches, a review of pertinent electric 
and magnetic circuit concepts, and a generic discussion of the role of computer simula­
tions in power electronics. 

Part 2 discusses the generic converter topologies that are used in most applications. 
The actual semiconductor devices (transistors, diodes, and so on) are assumed to be ideal, 
thus allowing us to focus on the converter topologies and their applications. 

Part 3 discusses switch-mode dc and uninterruptible power supplies. Power supplies 
represent one of the major applications of power electronics. 
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viii PREFACE 

Part 4 considers motor drives, which constitute another major applications area. 
Part 5 includes several industrial and commercial applications in one chapter. An­

other chapter describes various high-power electric utility applications. The last chapter in 
this part of the book examines the harmonics and electromagnetic interference concerns 
and remedies for interfacing power electronic systems with the electric utilities. 

Part 6 discusses the power semiconductor devices used in power electronic converters 
including diodes, bipolar junction thyristors, metaI-oxide-semiconductor (MaS) field 
effect transistors, thyristors, gate tum-off thyristors, insulated gate bipolar transistors, and 
MaS-controlled thyristors. 

Part 7 discusses the practical aspects of power electronic converter design including 
snubber circuits, drive circuits, circuit layout, and heat sinks. An extensive new chapter 
on the design of high-frequency inductors and transfonners has been added. 

PSPICE SIMULATIONS FOR TEACHING AND DESIGN 

As a companion to this book, a large number of computer simulations are available 
directly from Minnesota Power Electronics Research and Education, P.O. Box 14503, 
Minneapolis, MN 55414 (Phone/Fax: 612-646-1447) to aid in teaching and in the design 
of power electronic systems. The simulation package comes complete with a diskette with 
76 simulations of power electronic converters and systems using the classroom (evalua­
tion) version of PSpice for IBM-PC-compatible computers, a 261-page detailed manual 
that describes each simulation and a number of associated exercises for home assignments 
and self-learning, a 5-page instruction set to illustrate PSpice usage using these simula­
tions as examples, and two high-density diskettes containing a copy of the classroom 
(evaluation) version of PSpice. This package (for a cost of $395 plus a postage of $4 
within North America and $25 outside) comes with a site license, which allows it to be 
copied for use at a single site within a company or at an educational institution in regular 
courses given to students for academic credits. 

SOLUTIONS MANUAL 

As with the first edition of this book, a solutions manual with completely worked-out 
solutions to all the problems is available from the publisher. 
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CHAPTER 1 

POWER ELECTRONIC 
SYSTEMS 

t - t INTRODUCTION 

In broad tenns, the task of power electronics is to process and control the flow of electric 
energy by supplying voltages and currents in a fonn that is optimally suited for user loads. 
Figure 1-1 shows a power electronic system in a block diagram fonn. The power input to 
this power processor is usually (but not always) from the electric utility at a line frequency 
of 60 or 50 Hz, single phase or three phases. The phase angle between the input voltage 
and the current depends on the topology and the control of the power processor. The 
processed output (voltage, current, frequency, and the number of phases) is as desired by 
the load. If the power processor's output can be regarded as a voltage source, the output 
current and the phase angle relationship between the output voltage and the current depend 
on the load characteristic. Nonnally, a feedback controller compares the output of the 
power processor unit with a desired (or a reference) value, and the error between the two 
is minimized by the controller. The power flow through such systems may be reversible, 
thus interchanging the roles of the input and the output. 

In recent years, the field of power electronics has experienced a large growth due to 
confluence of several factors. The controller in the block diagram of Fig. 1-1 consists of 
linear integrated circuits and/or digital signal processors. Revolutionary advances in mi­
croelectronics methods have led to the development of such controllers. Moreover, these 
advances in semiconductor fabrication technology have made it possible to significantly 
improve the voltage- and current-handling capabilities and the switching speeds of power 
semiconductor devices, which make up the power processor unit of Fig. 1-1. At the same 
time, the market for power electronics has significantly expanded. Electric utilities in the 
United States expect that by the year 2000 over 50% of the electrical load may be supplied 
through power electronic systems such as in Fig. 1-1. This growth in market may even be 

Power input Power output 
r----,.....--/Load 

va 

Measurements 

'--______ ~ Reference 
Figure 1-1 Block diagram of a power 
electronic system. 
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4 CHAPTER 1 POWER ELECTRO~C SYSTEMS 

higher in other parts of the world where the cost of energy is significantly higher than that 
in the United States. Various applications of power electronics are considered in Sec­
tion 1-3. 

1-2 POWER ELECTRONICS VERSUS LINEAR ELECTRONICS 

In any power conversion process such as that shown by the block diagram in Fig. 1-1, a 
small power loss and hence a high energy efficiency is important because of two reasons: 
the cost of the wasted energy and the difficulty in removing the heat generated due to 
dissipated energy. Other important considerations are reduction in size, weight, and cost. 

The above objectives in most systems cannot be met by linear electronics where the 
semiconductor devices are operated in their linear (active) region and a line-frequency 
transformer is used for electrical isolation. As an example, consider the direct current (dc) 
power supply of Fig. 1-2a to provide a regulated output voltage Vo to a load. The utility 
input may be typically at 120 or 240 V and the output voltage may be, for example, 5 V. 
The output is required to be electrically isolated from the utility input. In the linear power 
supply, a line-frequency transformer is used to provide electrical isolation and for step­
ping down the line voltage. The rectifier converts the alternating current (ac) output of the 
transformer low-voltage winding into dc. The filter capacitor reduces the ripple in the dc 
voltage Vd . Figure 1-2b shows the Vd waveform, which depends on the utility voltage 
magnitude (normally in a ± 10% range around its nominal value). The transformer turns 

Line·frequency 
transformer 

~ supply 

+ + 

Rectifier Filter-capacitor 

(a) 

Vd range 

o~--------------------------------------------------------------

(b) 

Figure 1-2 Linear de power supply. 



1-2 POWER ELECTRONICS VERSUS LINEAR ELECTRONICS 5 

ratio must be chosen such that the minimum of the input voltage v d is greater than the 
desired output VO' For the range of the input voltage waveforms shown in Fig. 1-2b, the 
transistor is controlled to absorb the voltage difference between Vd and Vo , thus providing 
a regulated output. The transistor operates in its active region as an adjustable resistor, 
resulting in a low energy efficiency. The line-frequency transformer is relatively large and 
heavy. 

In power electronics, the above voltage regulation and the electrical isolation are 
achieved, for example, by means of a circuit shown in Fig. 1-30. In this system, the utility 
input is rectified into a dc voltage vd , without a line-frequency transformer. By operating 
the transistor as a switch (in a switch mode, either fully on or fully off) at some high 
switching frequency I., for example at 300 kHz, the dc voltage v d is converted into an ac 
voltage at the switching frequency. This allows a high-frequency transformer to be used 
for stepping down the voltage and for providing the electrical isolation. In order to 
simplify this circuit for analysis, we will begin with the dc voltage Vd as the dc input and 
omit the transformer, resulting in an equivalent circuit shown in Fig. 1-3b. Suffice it to 

Utility 
supply 

+ 

Rectifier Filter­
capacitor 

Power processor 

High-frequency 
transformer 

r-----I 1--------1 

'- ____ J 1 ________ 1 

Rectifier Low-pass 
filter 

+ 

'--__ ---r....---- Vo, ref 

(0) 

Power processor ---------------------

I 
1 _____ -

(b) 

Figure 1-3 Switch-mode dc power supply. 
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CHAPTER 1 POWER ELECTRONIC SYSTEMS 

say at this stage (this circuit is fully discussed in Chapters 7 and 10) that the transistor­
diode combination can be represented by a hypothetical two-position switch shown in Fig. 
1-4a (provided iL(t) > 0). The switch is in position a during the interval ton when the 
transistor is on and in position b when the transistor is off during toff' As a consequence, 
v oi equals V d and zero during ton and toff' respectively, as shown in Fig. 1-4b. Let us define 

(1-1) 

where Voi is the average (dc) value of Voi, and the instantaneous ripple voltage Vripple(t), 

which has a zero average value, is shown in Fig. 1-4c. The L-C elements form a low-pass 
filter that reduces the ripple in the output voltage and passes the average of the input 
voltage, so that 

(1-2) 

where Vo is the average output voltage. From the repetitive waveforms in Fig. 1-4b, it is 
easy to see that 

a 

(a) 

(b) 

Vripple(t) 

oj LJ LJ • t 

(e) 

Woi)A
ms 

1 t t i I , ~ • I , Harmonic 
~ h 

0 1 2 3 4 5 6 7 8 9 

(d) 

Figure t -4 Equivalent circuit, wavefonns, and frequency spectrum of the 
supply in Fig. 1-3. 

(1-3) 
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As the input voltage Vd changes with time, Eq. 1-3 shows that it is possible to regulate Vo 
at its desired value by controlling the ratio ton ITs , which is called the duty ratio D of the 
transistor switch. Usually, Ts (= l/fs) is kept constant and ton is adjusted. 

There are several characteristics worth noting. Since the transistor operates as a 
switch, fully on or fully off, the power loss is minimized. Of course, there is an energy 
loss each time the transistor switches from one state to the other state through its active 
region (discussed in Chapter 2). Therefore, the power loss due to switchings is linearly 
proportional to the switching frequency. This switching power loss is usually much lower 
than the power loss in linear regulated power supplies. 

At high switching frequencies, the transformer and the filter components are very 
small in weight and size compared with line-frequency components. To elaborate on the 
role of high switching frequencies, the harmonic content in the waveform of Voi is 
obtained by means of Fourier analysis (see Problem 1-3 and its further discussion in 
Chapter 3) and plotted in Fig. 1-4d. It shows that Voi consists of an average (dc) value and 
of harmonic components that are at a multiple of the switching frequency Is. If the 
switching frequency is high, these ac components can be easily eliminated by a small filter 
to yield the desired dc voltage. The selection of the switching frequency is dictated by the 
compromise between the switching power dissipation in the transistor, which increases 
with the switching frequency, and the cost of the transformer and filter, which decreases 
with the switching frequency. As transistors with higher switching speeds become avail­
able, the switching freq~ncieJi_ can be increased and the transformer and filter size 
reduced for the same switchingpmyer dissipation. 

An important observation in the switch-mode circuit described above is that both the 
input and the output are dc, as in the linear regulated supply. The high switching fre­
quencies are used to synthesize the output waveform, which in this example is dc. In 
many applications, the output is a low-frequency sine wave. 

1-3 SCOPE AND APPLICATIONS 

The expanded market demand for power electronics has been due to several factors 
discussed below (see references 1-3). 

1. Switch-mode (de) power supplies and un interruptible power supplies. Advances 
in microelectronics fabrication technology have led to the development of com­
puters, communication equipment, and consumer electronics, all of which require 
regulated dc power supplies and often uninterruptible power supplies. 

2. Energy conservation. Increasing energy costs and the concern for the environ­
ment have combined to make energy conservation a priority. One such application 
of power electronics is in operating Jiporescent I3!DP~_~t high fi:e<q!lencies.(e.g., 
above 20 kHz) for higher efficiency. Another opportunity for large energy con­
servation (see Problem 1-7) is in f!I:<:)~2~-clriven puID.P and ~.QIIlpres~~r systemd4]. 
In a conventional pump system shown in Fig. I-Sa, the pump operates at essen­
tially a constant speed, and the pump flow rate is controlled by adjusting the 
position of the throttling valve. This procedure results in significant power loss 
across the valve at reduced flow rates where the power drawn from the utility 
remains essentially the same as at the full flow rate. This power loss is eliminated 
in the system of Fig. l-Sb, where an adjustable-speed motor drive adjusts the 
pump speed to a level appropriate to deliver the desired flow rate. As will be 
discussed in Chapter 14 (in combination with Chapter 8), motor speeds can be 
adjusted very efficiently using power electronics. Load-proportional, capacity-
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Figure 1-5 Energy conservation: (a) conventional drive, (b) adjustable-speed drive. 

modulated heat pumps and air conditioners are examples of applying power elec­
tronics to achieve energy conservation. 

3. Process control and factory automation. There is a growing demand for the 
enhanced performance offered by adjustable-speed-driven pumps and compres­
sors in process control. Robots in automated factories are powered by electric 
servo (adjustable-speed and position) drives. It should be noted that the availabil­
ity of process computers is a significant factor in making process control and 
factory automation feasible. 

4. Transportation. In many countries, electric trains have been in widespread use 
for a long time. Now, there is also a possibility of using electric vehicles in large 

TABLE 1-1 Power Electronic Applications 

(a) Residential 
Refrigeration and freezers 
Space heating 
Air conditioning 
Cooking 
Lighting 
Electronics (personal computers, 

other entertainment equipment) 
(b) Commercial 

Heating, ventilating, and air 
conditioning 

Central refrigeration 
Lighting 
Computers and office equipment 
Uninterruptible power supplies 

(UPSs) 
Elevators 

(c) Industrial 
Pumps 
Compressors 
Blowers and fans 
Machine tools (robots) 
Arc furnaces, induction furnaces 
Lighting 
Industrial lasers 
Induction heating 
Welding 

(d) Transponation 
Traction control of electric vehicles 
Battery chargers for electric vehicles 
~ectric locoDlOtives 
Street cars, trolley buses 
Subways 
Automotive electronics including engine 

controls 
(e) Utility systems 

High-voltage dc transmission (HVDe) 
Static var compensation (SVC) 
Supplemental energy sources (wind, 

photovoltaic), fuel cells 
Energy storage systems 
Induced-draft fans and boiler 

feedwater pumps 
(f) Aerospace 

Space shuttle power supply systems 
Satellite power systems 
Aircraft power systems 

(g) Telecommunications 
Battery chargers 
Power supplies (dc and UPS) 
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metropolitan areas to reduce smog and pollution. Electric vehicles would also 
require battery chargers that utilize power electronics. 

5. Electro-technical applications. These include equipment for welding, electroplat­
ing, and induction heating. 

6. Utility-related applications. One such application is in transmission of power over 
high-voltage dc (HVDC) lines. At the sending end of the transmission line, 
line-frequency voltages and currents are converted into dc. This dc is converted 
back into the line-frequency ac at the receiving end of the line. Power electronics 
is also beginning to playa significant role as electric utilities attempt to utilize the 
existing transmission network to a higher capacity [5]. Potentially, a large appli­
cation is in the interconnection of photo voltaic and wind-electric systems to the 
utility grid. 

Table 1-1 lists various applications that cover a wide power range from a few tens of watts 
to several hundreds of megawatts. As power semiconductor devices improve in perfor­
mance and decline in cost, more systems will undoubtedly use power electronics. 

1-4 CLASSIFICATION OF POWER PROCESSORS 
AND CONVERTERS 

1 -4-1 POWER PROCESSORS 

For a systematic study of power electronics, it is useful to categorize the power proces­
sors, shown in the block diagram of Fig. 1-1, in terms of their input and output form or 
frequency. In most power electronic systems, the input is from the electric utility source. 
Depending on the application, the output to the load may have any of the following forms: 

1. dc 

(a) regulated (constant) magnitude 

(b) adjustable magnitude 

2. ac 

(a) constant frequency, adjustable magnitude 

(b) adjustable frequency and adjustable magnitude 

The utility and the ac load, independent of each other, may be single phase or three 
phase. The power flow is generally from the utility input to the output load. There are 
exceptions, however. For example, in a photovoltaic system interfaced with the utility 
grid, the plow flow is from the photovoltaics (a dc input source) to the ac utility (as the 
output load). In some systems the direction of power flow is reversible, depending on the 
operating conditions. 

1-4-2 POWER CONVERTERS 

The power processors of Fig. I-I usually consist of more than one power conversion stage 
(as shown in Fig. 1-6) where the operation of these stages is decoupled on an instanta­
neous basis by means of energy storage elements such as capacitors and inductors. 
Therefore, the instantaneous power input does not have to equal the instantaneous power 
output. We will refer to each power conversion stage as a converter. Thus, a converter is 
a basic module (building block) of power electronic systems. It utilizes power semicon-
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ductor devices controlled by signal electronics (integrated circuits) and possibly energy 
storage elements such as inductors and capacitors. Based on the form (frequency) on the 
two sides, converters can be divided into the following broad categories: 

1. ac to dc 

2. dc to ac 

3. dc to dc 

4. ac to ac 

We will use converter as a generic term to refer to a single power conversion stage 
that may perform any of the functions listed above. To be more specific, in ac-to-dc and 
dc-to-ac conversion, rectifier refers to a converter when the average power flow is from 
the ac to the dc side. Inverter refers to the converter when the average power flow is from 
the dc to the ac side. In fact, the power flow through the converter may be reversible. In 
that case, as shown in Fig. 1-7, we refer to that converter in terms of its rectifier and 
inverter modes of operation. 

As an example, consider that the power processor of Fig. 1-6 represents the block 
diagram of an adjustable-speed ac motor drive (described in Chapter 14). As shown in 
Fig. 1-8, it consists of two converters: converter I operating as a rectifier that converts 
line-frequency ac into dc and converter 2 operating as an inverter that converts dc into 
adjustable-magnitude, adjustable-frequency ac. The flow of power in the normal (domi­
nant) mode of operation is from the utility input source to the output motor load. During 
regenerative braking, the power flow reverses direction (from the motor to the utility), in 
which case converter 2 operates as a rectifier and converter I operates as an inverter. As 
mentioned earlier, an energy storage capacitor in the dc link between the two converters 
decouples the operation of the two converters on an instantaneous basis. Further insight 
can be gained by classifying converters according to how the devices within the converter 
are switched. There are three possibilities: 

1. Linefrequency (naturally commutated) converters, where the utility line voltages 
present at one side of the converter facilitate the turn-off of the power semicon-

p 
--....,.~ Rectifier mode 

ac --i Converter I-- dc 

Inverter mode ..... E;...----
p Figure t -7 ac-to-dc converters. 
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Figure 1-8 Block diagram of an ac motor drive. 

ductor devices. Similarly, the devices are turned on, phase locked to the line­
voltage wavefonn. Therefore, the devices switch on and off at the line frequency 
of 50 or 60 Hz. 

2. Switching (jorced-commutated) converters, where the controllable switches in the 
converter are turned on and off at frequencies that are high compared to the line 
frequency. In spite of the high switching frequency internal to the converter, the 
converter output may be either dc or at a frequency comparable to the line 
frequency. As a side note in a switching converter, if the input appears as a 
voltage source, then the output must appear as a current source, or vice versa. 

3. Resonant and quasi-resonant converters, where the controllable switches tum on 
and/or tum off at zero voltage and/or zero current. 

1-4-3 MATRIX CONVERTER AS A POWER PROCESSOR 

In the above two sections, we discussed that most practical power processors utilize more 
than one converter whose instantaneous operation is decoupled by an energy storage 
element (an inductor or a capacitor). Theoretically, it is QQssible to replace the multiple 
conversion stages and the intennediate energy storage element by a smgle power con­
versionstag~led-thematrixCOIlYeJ1er. Such a converter uses a matrix of semiconductor 
bidirectional switches. with a switch connected between each Input lefininal to each 
output terminal. as shown in Fig. 1-9a for an arbitrary number of input and output phases. 
With this general arrangement of switches, the power flow through the converter can 
reverse. Because of the absence of any energy storage element, the instantaneous power 
input must be equal to the power output, assuming idealized zero-loss switches. However, 
the phase angle between the voltages and currents at the input can be controlled and does 
not have to be the same as at the output (i.e., the reactive power input does not have to 
equal the reactive power output). Also, the fonn and the frequency at the two sides are 
independent, for example, the input may be three-phase ac and the output dc, or both may 
be dc, or both may be ac. 

However, there are certain requirements on the switches and restrictions on the 
converter operation: If the inputs appear as vol~ sources..as shown in Fi&., 1-9a. then 
the outputs must appear as current sources or vlce versa. If both sides, for example, were 
to appear as voltage sources, the switching actions wiII inevitably connect voltage sources 
of unequal magnitude directly across each other; an unacceptable condition. The switch­
ing functions in operating such a converter must ensure that the switches do not short­
circuit the voltage sources and do not open-circuit the current sources. Otherwise, the 
converter will be destroyed. 
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Through a voltage source, the current can change instantaneously, whereas the volt­
age across a current source can change instantaneously. If the input in Fig. 1-9a is a 
utility source, it is not an ideal voltage source due to its internal impedance corresponding 
to the transmission and distribution lines, transformers, etc., which are at the back of the 
utility outlet. To make it appear like a voltage source will require that we connect a small 
capacitance in parallel with it, as shown in Fig. 1-9b to overcome the effect of the internal 
impedance. 

The switches in a matrix converter must be bidirectional, that is, they must be able 
to block voltages of either polarity and be able to conduct current in either direction. Such 
switches are not available and must be realized by a combination of the available unidi­
rectional switches and diodes discussed in Chapter 2. There are also limits on the ratio of 
the magnitudes of the input and the output quantities. 

In spite of numerous laboratory prototypes reported in research publications, the 
matrix converters so far have failed to show any significant advantage over conventional 
converters and hence have not found applications in practice. Therefore, we will not 
discuss them any further in this book. 

1-5 ABOUT THE TEXT 

The purpose of this book is to facilitate the study of practical and emerging power 
electronic converters made feasible by the new generation of power semiconductor de­
vices. This book is divided into seven parts. 

Part I of the book, which includes Chapter 1-4, presents an introduction, a brief 
review of basic concepts and devices, and computer simulations of power electronic 
systems. An overview of power semiconductor devices (discussed in detail in later parts 
of the book) and the justification for assuming them as ideal switches are presented in 
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Chapter 2. The basic electrical and magnetic concepts relevant to the discussion of power 
electronics are reviewed in Chapter 3. In Chapter 4, we briefly describe the role of 
computer simulations in the analysis and design of power electronic systems. Some of the 
simulation software packages suited for this purpose are also presented. 

Part 2 (Chapters 5-9) describes power electronic converters in a generic manner. 
This way, the basic converter topologies used in more than one application can be 
described once, rather than repeating them each time a new application is encountered. 
This generic discussion is based on the assumption that the actual power semiconductor 
switches can be treated as ideal switches. Chapter 5 describes line-frequency diode rec­
tifiers for ac-to-dc conversion. The ac-to-dc conversion using line-commutated (naturally 
commutated) thyristor converters operating in the rectifier and the inverter mode is dis­
cussed in Chapter 6. Switching converters for dc to dc, and dc to sinusoidal ac using 
controlled switches are described in Chapters 7 and 8, respectively. The discussion of 
resonant converters in a generic manner is presented in Chapter 9. 

We decided to discuss ac-to-ac converters in the application-based chapters due to 
their application-specific nature. The matrix converters, which in principle can be ac-to-ac 
converters, were briefly described in Section 1-4-3. The static transfer switches are 
discussed in conjunction with the uninterruptible power supplies in Section 11-4-4. Con­
verters where only the voltage magnitude needs to be controlled without any change in ac 
frequency are described in Section 14-12 for speed control of induction motors and in 
Section 17-3 for static var compensators (thyristor-controlled inductors and thyristor­
switched capacitors). Cycloconverters for very large synchronous-motor drives are dis­
cussed in Section 15-6. High-frequency-link integral-half-cycle converters are discussed 
in Section 9-8. Integral-half-cycle controllers supplied by line-frequency voltages for 
heating-type applications are discussed in Section 16-3-3. 

Part 3 (Chapters 10 and II) deals with power supplies: switching dc power supplies 
(Chapter 10) and uninterruptible ac power supplies (Chapter II). Part 4 describes motor 
drive applications in Chapters 12-15. 

Other applications of power electronics are covered in Part 5, which includes resi­
dential and industrial applications (Chapter 16), electric utility applications (Chapter 17), 
and the utility interface of power electronic systems (Chapter 18). 

Part 6 (Chapters 19-26) contains a qualitative description of the physical operating 
principles of semiconductor devices used as switches. Finally, Part 7 (Chapters 27-30) 
presents the practical design considerations of power electronic systems, including pro­
tection and gate-drive circuits, thennal management, and the design of magnetic compo­
nents. 

The reader is also urged to read the overview of the textbook presented in the Preface. 

1-6 INTERDISCIPLINARY NATURE OF 
POWER ELECTRONICS 

The discussion in this introductory chapter shows that the study of power electronics 
encompasses many fields within electrical engineering, as illustrated by Fig. 1-10. These 
include power systems, solid-state electronics, electrical machines, analog/digital control 
and signal processing, electromagnetic field calculations, and so on. Combining the 
knowledge of these diverse fields makes the study of power electronics challenging as 
well as interesting. There are many potential advances in all these fields that will improve 
the prospects for applying power electronics to new applications. 
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Figure 1-10 Interdisciplinary nature of power electronics. 

1-7 CONVENTION OF SYMBOLS USED 

In this textbook, for instantaneous values of variables such as voltage, current, and power 
that are functions of time, the symbols used are lowercase letters v, i, and p, respectively. 
We mayor may not explicitly show that they are functions of time, for example, using v 
rather than v(t). The uppercase symbols V and I refer to their values computed from their 
instantaneous waveforms. They generally refer to an average value in dc quantities and a 
root-mean-square (rms) value in ac quantities. If there is a possibility of confusion, the 
subscript avg or rms is added explicitly. The peak values are always indicated by the 
symbol "A" on top of the uppercase letters. The average power is always indicated by P. 

PROBLEMS 

I-I In the power processor of Fig. I-I, the energy efficiency is 95%. The output to the three-phase load 
is as follows: 200 V line-to-line (nns) sinusoidal voltages at 52 Hz and per-phase current of 10 A 
at a power factor of 0.8 (lagging). The input to the power processor is a single-phase utility voltage 
of 230 V at 60 Hz. The input power is drawn at a unity power factor. Calculate the input current 
and the input power. 

1-2 Consider a linear regulated dc power supply (Fig. 1-20). The instantaneous input voltage corre­
sponds to the lowest wavefonn in Fig. 1-2b, where Vd •min = 20 V and Vd •max = 30 V. Approximate 
this wavefonn by a triangular wave consisting of two linear segments between the above two values. 
Let V 0 = 15 V and assume that the output load is constant. Calculate the energy efficiency in this 
part of the power supply due to losses in the transistor. 

1-3 Consider a switch-mode dc power supply represented by the circuit in Fig. 1-4a. The input dc 
voltage Vd = 20 V and the switch duty ratio D = 0.75. Calculate the Fourier components of Vo; 

using the description of Fourier analysis in Chapter 3. 

1-4 In Problem 1-3, the switching frequency f. = 300 kHz and the resistive load draws 240 W. The filter 
components corresponding to Fig. 140 are L = 1.3 I1H and C = 50 I1F. Calculate the attenuation 
in decibels of the ripple voltage in v 0; at various harmonic frequencies. (Hint: To calculate the load 
resistance, assume the output voltage to be a constant dc without any ripple.) 

1-5 In Problem 1-4, assume the output voltage to be a pure dc Vo = 15 V. Calculate and draw the 
voltage and current associated with the filter inductor L, and the current through C. Using the 
capacitor current obtained above, estimate the peak-to-peak ripple in the voltage across C, which 
was initially assumed to be zero. (Hint: Note that under steady-state conditions, the average value 
of the current through C is zero.) 



REFERENCES 15 

1-6 Considering only the switching frequency component in Voi in Problems 1-3 and 1-4, calculate 
the peak-to-peak ripple in the output voltage across C. Compare the result with that obtained in 
Problem 1-5. 

1-7 Reference 4 refers to a U.S. Department of Energy report that estimated that over 100 billion 
kWh/year can be saved in the United States by various energy conservation techniques applied to 
the pump-driven systems. Calculate (a) how many lOOO-MW generating plants running constantly 
supply this wasted energy, which could be saved, and (b) the savings in dollars if the cost of 
electricity is 0.1 $IkWh. 
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CHAPTER 2 

OVERVIEW OF POWER 
SEMICONDUCTOR 
SWITCHES 

2- t INTRODUCTION 

The increased power capabilities, ease of control, and reduced costs of modem power 
semiconductor devices compared to those of just a few years ago have made converters 
affordable in a large number of applications and have opened up a host of new converter 
topologies for power electronic applications. In order to clearly understand the feasibility 
of these new topologies and applications, it is essential that the characteristics of available 
power devices be put in perspective. To do this, a brief summary of the terminal char­
acteristics and the voltage, current, and switching speed capabilities of currently available 
power devices are presented in this chapter. 

If the power semiconductor devices can be considered as ideal switches, the analysis 
of converter topologies becomes much easier. This approach has the advantage that the 
details of device operation will not obscure the basic operation of the circuit. Therefore, 
the important converter characteristics can be more clearly understood. The summary of 
device characteristics will enable us to determine how much the device characteristics can 
be idealized. 

Presently available power semiconductor devices can be classified into three groups 
according to their degree of controllability: 

1. Diodes. On and off states controlled by the power circuit. 

2. Thyristors. Latched on by a control signal but must be turned off by the power 
circuit. 

3. Controllable switches. Turned on and off by control signals. 

The controllable switch category includes several device types including bipolar junction 
transistors (BITs), metal-oxide-semiconductor field effect transistors (MOSFETs), gate 
tum off (GTO) thyristors, and insulated gate bipolar transistors (IGBTs). There have been 
major advances in recent years in this category of devices. 

2-2 DIODES 

16 

Figures 2-1a and 2-1b show the circuit symbol for the diode and its steady-state i-v 
characteristic. When the diode is forward biased, it begins to conduct with only a small 
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Figure 2-1 Diode: (a) symbol, (b) i-v characteristics, (c) idealized characteristics. 

f.orward v.oltage acr.oss it, which is .on the .order.of 1 V. When the diode is reverse biased, 
.only a negligibly small leakage current fl.ows thr.ough the device until the reverse break­
d.own v.oltage is reached. In n.onnal .operati.on, the reverse-bias v.oltage sh.ould n.ot reach 
the breakd.own rating. 

In view .of the very small leakage currents in the bl.ocking (reverse-bias) state and the 
small v.oltage in the c.onducting (f.orward-bias) state as c.ompared t.o the .operating v.oltage 
and currents .of the circuit in which the diode is used, the i-v characteristics f.or the diode 
can be idealized, as sh.own in Fig. 2-1 c. This idealized characteristic can be used f.or 
analyzing the c.onverter t.opol.ogy but sh.ould n.ot be used f.or the actual design, when, f.or 
example, heat sink requirements f.or the device are being estimated. 

At turn-.on, the di.ode can be c.onsidered an ideal switch because it turns .on rapidly 
c.ompared t.o the transients in the power circuit. H.owever, at tum-.off. the diode current 
reverses f.or a reverse-re.covery time til'- as is indicated in Fig. 2-2, bef.ore falling t.o zero. 
This reverse-rec.overy (negative) current is required t.o sweep .out the excess carriers in the 
diode and all.ow it to block_a negative polarity v.oltage. The reverse-rec.overy current can 
lead t.o .overv.oltages in inductive circuits. In m.ost circuits, this reverse current does n.ot 
affect the c.onverter input/.output characteristic and s.o the di.ode can als.o be c.onsidered as 
ideal during the tum-.off transient. 

Depending .on the applicati.on requirements, vari.ous types .of di.odes are available: 

1. Schottky diodes. These diodes are used where a l.ow f.orward v.oltage drop (typ­
ically 0.3 V) is needed in very l.ow .output v.oltage circuits. These diodes are 
limited in their blocking v.oltage capabilities t.o 50-100 V. 

2. Fast-recovery diodes. These are designed t.o be used in high-frequency circuits in 
c.ombinati.on with c.ontr.ollable switches where a small reverse-rec.overy time is 
needed. At p.ower levels .of several hundred v.olts and several hundred amperes, 
such di.odes have trr ratings .of less than a few microsec.onds. 

3. Linejrequency diodes. The .on-state v.oltage .of these diodes is designed t.o be as 
l.ow as possible and as a c.onsequence have larger trr> which are acceptable f.or 

o--------~~~~~--------~ 

Figure 2-2 Diode turn-off. 
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line-frequency applications. These diodes are available with blocking voltage 
ratings of several kilovolts and current ratings of several kiloamperes. Moreover, 
they can be connected in series and parallel to satisfy any voltage and current 
requirement. 

2-3 THYRISTORS 

The circuit symbol for the thyristor and its i-v characteristic are shown in Figs. 2-3a and 
2-3b. The main current flows from the anode (A) to the cathode (K). In its off-state, the 
thyristor can block a forward polarity voltage and not conduct, as is shown in Fig. 2-3b 
by the off-state portion of the i-v characteristic. 

The thyristor can be triggered into the on state by applying a pulse of positivega.te 
current for a short duration provided that the device is inits forward-blocking state. The 
resulting i-v relationship is shown by the on-state portion of the characteristics shown in 
Fig. 2-3b. The forward voltage drop in the on state is only a few volts (typically 1- 3 V 
depending on the device blocking voltage rating). 

Once the device begins to conduct, it is latched on and the gate current can be 
removed. The thyristor cannot be turned off by the gate, and the thyristor conducts as a 
diode. Only when the anode current tries to go negative, under the influence of the circuit 
in which the thyristor is connected, does the thyristor tum off and the current go to zero. 
This allows the gate to regain control in order to tum the device on at some controllable 
time after it has again entered the forward-blocking state. 
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Figure 2-3 Thyristor: (a) symbol, (b) i-v characteristics, (c) idealized characteristics. 
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In reverse bias at voltages below the reverse breakdown voltage. only a negligibly 
small leakage current flows in the thyristor, as is shown in Fig. 2-3b. Usually the thyristor 
voltage ratings for forward- and reverse-blocking voltages are the same. The thyristor 
current ratings are specified in terms of maximum rms and average currents that it is 
capable of conducting. 

Using the same arguments as for diodes, the thyristor can be represented by the 
idealized characteristics shown in Fig. 2-3c in analyzing converter topologies. 

In an application such as the simple circuit shown in Fig. 2-4a, control can be 
exercised over the instant of current conduction during the positive half cycle of source 
voltage. When the thyristor current tries to reverse itself when the source voltage goes 
negative, the idealized thyristor would have its current become zero immediately after 
t = 1/2T, as is shown in the waveform in Fig. 2-4b. 

However, as specified in the thyristor data sheets and illustrated by the waveforms in 
Fig. 2-4c, the thyristor current reverse~itself before becoming_ze~o._ The important pa­
rameter is not the time it takes for the current to become zero from its negative value, but 
rather the tum-off time interval tq defined in Fig. 2-4c from the zero crossover of the 
current to the zero crossover of the voltage across the thyristor. During tq a reverse voltage 
must be maintained across the thyristor, and only after this time is the device capable of 
blocking a forward voltage without going into Its on state. If a forward voltage is applied 
to the thyristor before this interval has passed, the device may prematurely tum on, and 
damage to the device and/or circuit could result. Thyristor data sheets specify tq with a 
specified reverse voltage applied during this interval as well as a specified rate of rise of 
voltage beyond this interval. This interval tl/ is sometimes called the circuit-commutated 
recovery time of the thyristor. 

Depending on the application requirements, various types of thyristors are available. 
In addition to voltage and current ratings, tum-off time tq • and the forward voltage drop, 

Figure 2-4 Thyristor: (a) circuit, (b) waveforms, (c) tum-off time interval tq • 
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other characteristics that must be considered include the rate of rise of the current (di/dt) 
at turn-on and the rate of rise of voltage (dv/dt) at turn-off. 

1. Phase-control thyristors. Sometimes termed converter thyristors. these are used 
primarily for rectifying line-frequency voltages and currents in applications such 
as phase-controlled rectifiers for dc and ac motor drives and in high-voltage dc 
power transmission. The main device requirements are lars..e voltage and curren1-
handling. capabilities and aJow on-state voltage drop. This type of thyristor has 
been produced in wafer diameters ot" up to 10 cm, where the average current is 
about 4000 A with blocking voltages of 5-7 kV. On-state voltages range from 1.5 
V for l000-V devices to 3.0 V for the 5-7-kV devices. 

2. Inverter-grade thyristors. These are designed to have small turn-off times tq. in 
addition to low on-state voltages, although on-state voltages are larger in devices 
with shorter values of tq . These devices are available with ratings up to 2500 V 
and 1500 A. Their turn-off times are usually in the range of a few microseconds 
to 100 f.Ls depending on their blocking voltage ratings and on-state voltage drops. 

3. Light-activated thyristors. These can be triggered on by a pulse oflight guided by 
optical fibers to a special sensitive region of the thyristor. The light-activated 
triggering on the thyristor uses the ability of light of appropriate wavelengths to 
generate excess electron-hole pairs in the silicon. The primary use of these 
thyristors are in high-voltage applications such as high-voltage dc transmission 
where many thyristors are connected in series to make up a converter valve. The 
differing high potentials that each device sees with respect to ground poses sig­
nificant difficulties in providing triggering pulses. Light-activated thyristors have 
been reported with ratings of 4 kV and 3 kA, on-state voltages of about 2 V, and 
light trigger power requirements of 5 mW. 

Other vanations of these thyristors are gate-assisted turn-off thyristors (GATTs), 
asymmetrical silicon-controlled rectifiers (ASCRs), and reverse-conducting thyristors 
(Refs). These are utilized based on the application. 

2-4 DESIRED CHARACTERISTICS IN CONTROLLABLE 
SWITCHES 

As mentioned in the introduction, several types of semiconductor power devices including 
BITs, MOSFETs, GTOs, and IGBTs can be turned on and off by control signals applied 
to the control terminal of the device. These devices we term controllable switches and are 
represented in a generic manner by the circuit symbol shown in Fig. 2-5. No current flows 
when the switch is off, and when it is on, current can flow in the direction of the arrow 
only. The ideal controllable switch has the following characteristics: 

1. Block arbitrarily large forward and reverse voltages with zero current flow when 
off. 

2. Conduct arbitrarily large currents with zero voltage drop when on. 

Figure 2-5 Generic controllable switch. 
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3. Switch from on to off or vice versa instantaneously when triggered. 
4. Vanishingly small power required from control source to trigger the switch. 

Real devices, as we intuitively expect, do not have these ideal characteristics and 
hence will dissipate power when they are used in the numerous applications already 
mentioned. If they dissipate too much power,. the devices can fail and, in doing so, not 
only will destroy themselves but also may damage the other system components. 

Power dissipation in semiconductor power devices is fairly generic in nature; that is, 
the same basic factors governing power dissipation apply to all devices in the same 
manner. The converter designer must understand what these factors are and how to 
minimize the power dissipation in the devices. 

In order to consider power dissipation in a semiconductor device, a controllable 
switch is connected in the simple circuit shown in Fig. 2-6a. This circuit models a very 
commonly encountered situation in power electronics; the current flowing through a 

I" 

Switch (8) 
control 
signal 

On I 0 
Off 

I .1. I- ton 
1 I I- T. = To I 

(6) I I 
u1\ iT I I 

I I 
10 I 
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Figure 2-6 Generic-switch switching characteristics (linearized): (a) simplified clamped­
inductive-switching circuit, (b) switch waveforms, (c) instantaneous switch power loss. 
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switch also must flow through some series inductance(s). This circuit is similar to the 
circuit of Fig. 1-3b, which was used to introduce switch-mode power electronic circuits. 
The dc current source approximates the current that would actually flow due to inductive 
energy storage. The diode is assumed to be ideal because our focus is on the switch 
characteristics, though in practice the diode reverse-recovery current can significantly 
affect the stresses on the switch. 

When the switch is on, the entire current 10 flows through the switch and the diode 
is reverse biased. When the switch is turned off, 10 flows through the diode and a voltage 
equal to the input voltage Vd appears across the switch, assuming a zero voltage drop 
across the ideal diode. Figure 2-6b shows the waveforms for the current through the 
switch and the voltage across the switch when it is being operated at a repetition rate or 
switching frequency offs = liT" with Ts being the switching time period. The switching 
waveforms are represented by linear approximations to the actual waveforms in order to 
simplify the discussion. 

When the switch has been off for a while, it is turned on by applying a positive 
control signal to the switch, as is shown in Fig. 2-6b. During the tum-on transition of this 
generic switch, the current buildup consists of a short delay time td(on) followed by the 
current rise time trio Only after the current 10 flows entirely through the switch can the 
diode become reverse biased and the switch voltage fall to a small on-state value of Von 

with a voltage fall time of ttv. The waveforms in Fig. 2-6b indicate that large values of 
switch voltage and current are present simultaneously during the tum-on crossover inter­
val tc(on)' where 

(2-1 ) 

The energy dissipated in the device during this tum-on transition can be approximated 
from Fig. 2-6c as 

(2-2) 

where it is recognized that no energy dissipation occurs during the tum-on delay interval 
td(on)· 

Once the switch is fully on, the on-state voltage Von will be on the order of a volt or 
so depending on the device, and it will be conducting a current 10 • The switch remains in 
conduction during the on interval ton' which in general is much larger than the tum-on and 
tum-off transition times. The energy dissipation Won in the switch during this on-state 
interval can be approximated as 

(2-3) 

where ton ~ tc(on)' tc(off). 

In order to tum the switch off, a negative control signal is applied to the control 
terminal of the switch. During the tum-off transition period of the generic switch, the 
voltage build-up consists of a tum-off delay time td(off) and a voltage rise time trv. Oncc 
the voltage reaches its final value of Vd (see Fig. 2-6a), the diode can become forward 
biased and begin to conduct current. The current in the switch falls to zero with a current 
fall time fti as the current 10 commutates from the switch to the diode. Large values of 
switch voltage and switch current occur simultaneously during the crossover interval 
tc(off)' where 

(2-4) 

The energy dissipated in the switch during this tum-off transition can be written, using 
Fig. 2-6c, as 

(2-5) 
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where any energy dissipation during the tum-off delay interval td(uff) is ignored since it is 
small compared to Wc(off)' 

The instantaneous power dissipation PT(t) = vTiT plotted in Fig. 2-6c makes it clear 
that a large instantaneous power dissipation occurs in the switch during the tum-on and 
tum-off intervals. There are!, such tum-on and tum-off transitions per second. Hence the 
average switching power loss P, in the switch due to these transitions can be approximated 
from Eqs. 2-2 and 2-5 as 

(2-6) 

This is an important result because it shows that the switching power loss in a semicon­
ductor switch varies linearly with the switching frequency and the switching times. 
Therefore, if devices with short switching times are available, it is possible to operate at 
high switching frequencies in order to reduce filtering requirements and at the same time 
keep the switching power loss in the device from being excessive. 

The other major contribution to the power loss in the switch is the average power 
dissipated during the on-state P on' which varies in proportion to the on-state voltage. From 
Eq. 2-3, Pun is given by 

(2-7) 

which shows that the on-stage voltage in a switch should be as small as possible. 
The leakage current during the off state (switch open) of controllable switches is 

negligibly small, and therefore the power loss during the off state can be neglected in 
practice. Therefore, the total average power dissipation PT in a switch equals the sum of . 
Ps and P On" 

Form the considerations discussed in the preceding paragraphs, the following char­
acteristics in a controllable switch are desirable: 

I. Small leakage current in the off state. 

2. Small on-state voltage Von to minimize on-state power losses. 

3. Short tum-on and tum-off times. This will permit the device to be used at high 
switching frequencies. 

4. Large forward- and reverse-voltage-blocking capability. This will minimize the 
need for series connection of several devices, which complicates the control and 
protection of the switches. Moreover, most of the device types have a minimum 
on-state voltage regardless of their blocking voltage rating. A series connection of 
several such devices would lead to a higher total on-state voltage and hence higher 
conduction losses. In most (but not all) converter circuits, a diode is placed across 
the controllable switch to allow the current to flow in the reverse direction. In 
those circuits, controllable switches are not required to have any significant re­
verse-voltage-blocking capability. 

5. High on-state current rating. In high-current applications, this would minimize the 
need to connect several devices in parallel, thereby avoiding the problem of 
current sharing. 

6. Positive temperature coefficient of on-state resistance. This ensures that paralleled 
devices will share the total current equally. 

7. Small control power required to switch the device. This will simplify the control 
circuit design. 

8. Capability to withstand rated voltage and rated current simultaneously while 
switching. This will eliminate the need for external protection (snubber) circuits 
across the device. 
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9. Large dvldt and dildt ratings. This will minimize the need for external circuits 
otherwise needed to limit dvldt and dildt in the device so that it is not damaged. 

We should note that the c1amped-inductive-switching circuit of Fig. 2-6a results in 
higher switching power loss and puts higher stresses on the switch in comparison to the 
resistive-switching circuit shown in Problem 2-2 (Fig. P2-2). 

We now will briefly consider the steady-state i-v characteristics and switching times 
of the commonly used semiconductor power devices that can be used as controllable 
switches. As mentioned previously, these devices include BJTs, MOSFETs, GTOs, and 
IGBTs. The details of the physical operation of these devices, their detailed switching 
characteristics, commonly used drive circuits, and needed snubber circuits are discussed 
in Chapters 19-28. 

2-5 BIPOLAR JUNCTION TRANSISTORS AND MONOLITHIC 
DARLINGTONS 

The circuit symbol for an NPN BJT is shown in Fig. 2-7a, and its steady-state i-v 
characteristics are shown in Fig. 2-7b. As shown in the i-v characteristics, a sufficiently 
large base current (dependent on the collector current) results in the device being fully on. 
This requires that the control circuit provide a base current that is sufficiently large so that 

Ic 
IB > - (2-8) 

hF/:; 

where hF£ is the dc current gain of the device. 
The on-state voltage V CE(sat) of the power transistors is usually in the 1-2-V range, 

so that the conduction power loss in the BJT is quite small. The idealized i-v character­
istics of the BJT operating as a switch are shown in Fig. 2-7 c. 

Bipolar junction transistors are current-controlled devices, and base current must be 
supplied continuously to keep them in the on state. The dc current gain hF£ is usually only 
5-10 in high-power transistors, and so these devices are sometimes connected in a 
Darlington or triple Darlington configuration, as is shown in Fig. 2-8, to achieve a larger 
current gain. Some disadvantages accrue in this configuration including slightly higher 
overall V CE(sat) values and slower switching speeds. 

Whether in single units or made as a Darlington configuration on a single chip [a 
monolithic Darlington (MD)]. BJTs have significant storage time during the turn-off 
transition. Typical switching times are in the range of a few hundred nanoseconds to a few 
microseconds. 
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Figure 2-7 A R.IT: (a) symbol, (b) i-v characteristics, (c) idealized characteristics. 
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Figure 2-8 Darlington configurations: (a) Darlington, (b) triple Darlington. 

Including MDs, BJTs are available in voltage ratings up to 1400 V and current ratings 
of a few hundred amperes. In spite of a negative temperature coefficient of on-state 
resistance, modem BJTs fabricated with good quality control can be paralleled provided 
that care is taken in the circuit layout and that some extra current margin is provided, that 
is, where theoretically four transistors in parallel would suffice based on equal current 
sharing, five may be used to tolerate a slight current imbalance. 

2-6 METAL-OXIDE-SEMICONDUCTOR FIELD EFFECT 
TRANSISTORS 

The circuit symbol of an n-channel MOSFET is shown in Fig. 2-9a. It is a voltage­
controlled device, as is indicated by the i-v characteristics shown in Fig. 2-9b. The device 
is fully on and approximates a closed switch when the gate- source voltage is below the 
threshold value, V GS(th). The idealized characteristics of the device operating as a switch 
are shown in Fig. 2-9c. 

Metal-oxide- semiconductor field effect transistors require the continuous applica­
tion of a gate-source voltage of appropriate magnitude in order to be in the on state. No 
gate current flows except during the transitions from on to off or vice versa when the gate 
capacitance is being charged or discharged. The switching times are very short, being in 

in 

iD~D+ vas = 7 V 

6V 

~9'~ ..-On 
5V 

Off vas 
I 4V 

- S 0 

On 

(a) (b) (c) 

Figure 2-9 N-channel MOSFET: (a) symbol, (b) i-v characteristics, (e) idealized 
characteristics. 
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the range of a few tens of nanoseconds to a few hundred nanoseconds depending on the 
device type. 

The on-state resistance r DS(on) of the MOSFET between the drain and source increases 
rapidly with the device blocking voltage rating. On a per-unit area basis, the on-state 
resistance as a function of blocking voltage rating BV DSS can be expressed as 

r - k BV2.s- 2.7 
DS(on) - DSS (2-9) 

where k is a constant that depends on the device geometry. Because of this, only devices 
with small voltage ratings are available that have low on-state resistance and hence small 
conduction losses. 

However, because of their fast switching speed, the switching losses can be small in 
accordance with Eq. 2-6. From a total power loss standpoint, 300-400-V MOSFETs 
compete with bipolar transistors only if the switching frequency is in excess of 30-100 
kHz. However, no definite statement can be made about the crossover frequency because 
it depends on the operating voltages, with low voltages favoring the MOSFET. 

Metal-oxide-serniconductor field effect transistors are available in voltage ratings in 
excess of 1000 V but with small current ratings and with up to 100 A at small voltage 
ratings. The maximum gate-source voltage is ±20 V, although MOSFETs that can be 
controlled by 5-V signals are available. 

Because their on-state resistance has a positive temperature coefficient, MOSFETs 
are easily paralleled. This causes the device conducting the higher current to heat up and 
thus forces it to equitably share its current with the other MOSFETs in parallel. 

2-7 GATE-TURN-OFF THYRISTORS 

The circuit symbol for the GTO is shown in Fig. 2-100 and its steady-state i-v charac­
teristic is shown in Fig. 2-10b. 

Like the thyristor, the GTO can be turned on by a short-duration gate current pulse, 
and once in the on-state, the GTO ~ay stay on without any further gate current. However, 
unlike the thyristor, the GTO can be turned off by applying a negative gate-cathode 
voltage, therefore causing a sufficiently large negative gate current to flow. This negative. 
gate current need only flow for a few microseconds (during the tum-~ff time), but it must 
have a very large magnitude, typically as large as one-third the anode current being turned 
off. The GTOs can block negative voltages whose magnitude depends on the details of the 
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Figure 2-10 A GTO: (a) symbol, (b) i-v characteristics, (c) idealized characteristics. 
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Figure 2-11 Gate tum-off transient characteristics: (a) snubber circuit, (b) GTO tum-off 
characteristic. 

GTO design. Idealized characteristics of the device operating as a switch are shown in 
Fig. 2-1Oc. 

Even though the GTO is a controllable switch in the same category as MOSFETs and 
BITs, its turn-off switching transient is different from that shown in Fig. 2-6b. This is 
because presently available GTOs cannot be used for inductive turn-off such as is illus­
trated in Fig. 2-6 unless a snubber circuit is connected across the GTO (see Fig. 2-11a). 
This is a consequence of the fact that a large dvldt that accompanies inductive turn-off 
cannot be tolerated by present-day GTOs. Therefore a_circuit to reduce dvldt at turn-off 
that consists of R, C, and D, as shown'in Fig. 2-11a, must be used across the GTO. The 
resulting waveforms are shown in Fig. 2-11b, where dvldt is significantly reduced com­
pared to the dvldt that would result without the turn-off snubber circuit. The details of 
designing a snubber circuit to shape the switching waveforms of GTOs are discussed in 
Chapter 27. 

The on-state voltage (i- 3 V) of a GTO is slightly higher than those of thyristors. The 
GTO switching speeds are in the range of a few microseconds to 25 ~s. Because of their 
capability to handle large voltages (up to 4.5 kV) and large currents (up to a few kilo­
amperes), the GTO is used when a switch is needed for high voltages and large currents 
in a switching frequency range of a few hundred hertz to 10 kHz. 

2-8 INSULATED GATE BIPOLAR TRANSISTORS 

The circuit symbol for an IGBT is shown in Fig. 2-12a and its i-v characteristics are 
shown in Fig. 2-12b. The IGBTs have some of the advantages of the MOSFET, the BJT, 
and the GTO combined. Similar to the MOSFET, the IGBT has a high impedance gate, 
which requires only a small amount of energy to switch the device. Like the BIT, the 
IGBT has a small on-state voltage even in devices with large blocking voltage ratings (for 
example, Von is 2-3 V in a 1000-V device). Similar to the GTO, IGBTs can be designed 
to block negative voltages, as their idealized switch characteristics shown in Fig. 2-12c 
indicate. 

Insulated gate bipolar transistors have turn-on and turn-off times on the order of 1 ~ 
and are available in module ratings as large as 1700 V and 1200 A. Voltage ratings of up 
to 2-3 kV are projected. 
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Figure 2-12 An IGBT: (a) symbol, (b) i-v characteristics, (c) 
idealized characteristics. 
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2-9 MOS-CONTROLLED THYRISTORS 

The MOS-controlled thyristor (MCf) is a new device that has just appeared on the 
commercial market. Its circuit symbol is shown in Fig. 2-13a, and its i-v characteristic 
is shown in Fig. 2-13b. The two slightly different symbols for the MCT denote 
whether the device is a P-MCf or an N-MCf. The difference between the two arises 
from the different locations of the control terminals, a subject discussed in detail in 
Chapter 26. 

From the i-v characteristic it is apparent that the MCT has many of the properties of 
a GTO, including a low voltage drop in the on state at relatively high currents and a 
latching characteristic (the MCT remains on even if the gate drive is removed). The MCT 
is a voltage-controlled device like the IGBT and the MOSFET, and approximately the 
same energy is required to switch an MCT as for a MOSFET or an IGBT. 

The MCf has two principal advantages over the GTO, including much simpler drive 
requirements (no large negative gate current required for turn-off like the GTO) and faster 
switching speeds (tum-on and tum-off times of a few microseconds). The MCfs have 
smaller on-state voltage drops compared to IGBTs of similar ratings and are presently 
available in voltage ratings to 1500 V with current ratings of 50 A to a few hundred 
amperes. Devices with voltage ratings of 2500-3000 V have been demonstrated in 
prototypes and will be available soon. The current ratings of individual MCfs are sig­
nificantly less than those of GTOs because individual MCfs cannot be made as large in 
cross-sectional area as a GTO due to their more complex structure. 

2-10 COMPARISON OF CONTROLLABLE SWITCHES 

Only a few definite statements can be made in comparing these devices since a number 
of properties must be considered simultaneously and because the devices are still 
evolving at a rapid pace. However, the qualitative observations given in Table 2-1 can 
be made. 

It should be noted that in addition to the improvements in these devices, new devices 
are being investigated. The progress in semiconductor technology will undoubtedly lead 
to higher power ratings, faster switching speeds, and lower costs. A summary of power 
device capabilities is shown in Fig. 2-14. , 

On the other hand, the forced-commutated thyristor, which was once widely used in 
circuits for controllable switch applications, is no longer being used in new converter 
designs with the possible exception of power converters in multi-MVA ratings. This is a 
pertinent example of how the advances in semiconductor power devices have modified 
converter design. 

Table 2-1 Relative Properties of Controllable 
Switches 

Device 

BIT/MD 
MOSFET 

GTO 
IGBT 
MCf 

Power Capability 

Medium 
Low 
High 

Medium 
Medium 

Switching Speed 

Medium 
Fast 
Slow 

Medium 
Medium 
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Figure 2-14 Summary of power semiconductor device capabilities. All devices except the 
MCT have a relatively mature technology, and only evolutionary improvements in the 
device capabilities are anticipated in the next few years. However, MCT technology is in a 
state of rapid expansion, and significant improvements in the device capabilities are 
possible, as indicated by the expansion arrow in the diagram. 

2-11 DRIVE AND SNUBBER CIRCUITS 

In a given controllable power semiconductor switch, its switching speeds and on-state 
losses depend on how it is controlled. Therefore, for a proper converter design, it is 
important to design the proper drive circuit for the base of a BJT or the gate of a 
MOSFET, GTO, or IGBT. The future trend is to integrate a large portion of the drive 
circuitry along with the power switch within the device package, with the intention that 
the logic signals, for example, from a microprocessor, can be used to control the switch 
directly. These topics are discussed in Chapters 20-26. In Chapters 5-18 where idealized 
switch characteristics are used in analyzing converter circuits, it is not necessary to 
consider these drive circuits. 

Snubber circuits, which were mentioned briefly in conjunction with GTOs, are used 
. to modify the switch~waveforms of controllable switches...In general, snubbers can be 
divided into three categories: 

I .. Tum-on snubbers to minimize large overcurrents through the device at tum-on. 

2. Turn-off snubbers to minimize large overvoltages across the device during turn­
off. 

3. Stress reduction snubbers that shape the device switching waveforms such that the 
voltage and current associated with a device are not high simultaneously. 
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In practice, some combination of snubbers mentioned before are used, depending on 
the type of device and converter topology. The snubber circuits are discussed in Chapter 
27. Since ideal switches are assumed in the analysis of converters, snubber circuits are 
neglected in Chapters 5 - 18. 

The future trend is to design devices that can withstand high voltage and current 
simultaneously during the short switching interval and thus minimize the stress reduction 
requirement. However, for a device with a given characteristic, an alternative to the use 
of snubbers is to alter the converter topology such that large voltages and currents do not 
occur at the same time. These converter topologies, called resonant converters, are dis­
cussed in Chapter 9. 

2-12 JUSTIFICATION FOR USING IDEALIZED DEVICE 
CHARACTERISTICS 

In designing a power electronic converter, it is extremely important to consider the 
available power semiconductor devices and their characteristics. The choice of devices 
depends on the application. Some of the device properties and how they influence the 
selection process are listed here: 

1. On-state voltage or on-state resistance dictates the conduction losses in the device. 

2. Switching times dictate the energy loss per transition and determine how high the 
operating frequency can be. 

3. Voltage and current ratings determine the device power-handling capability. 

4. The power required by the control circuit determines the ease of controlling the 
device. 

5. The temperature coefficient of the device on-state resistance determines the ease 
of connecting them in parallel to handle large currents. 

6. Device cost is a factor in its selection. 

In designing a converter from the system viewpoint, the voltage and current require­
ments must be considered. Other importailt considerations include acceptable energy 
efficiency, the minimum switching frequency to reduce the filter and the equipment size, 
cost, and the like. Hence the device selection must ensure a proper match between the 
device capabilities and the requirements on the converter. 

These observations help to justify the use of idealized device characteristics in ana­
lyzing converter topologies and their operation in various applications as follows: 

I. Since the energy efficiency is usually desired to be high, the on-state voltage must 
be small compared to the operating voltages, and hence it can be ignored in 
analyzing converter characteristics. 

2. The device switching times must be short compared to the period of the operating 
frequency, and thus the switchings can be assumed to be instantaneous. 

3. Similarly, the other device properties can be idealized. 

The assumption of idealized characteristics greatly simplifies the converter analysis 
with no significant loss of accuracy. However, in designing the converters, n9t only must 
the device properties be considered and compared, but the converter topologies must also 
be carefully compared based on the properties of the available devices and the intended 
application. 
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SUMMARY 

Characteristics and capabilities of various power semiconductor devices are presented. A 
justification is provided for assuming ideal devices, unless stated explicitly, in Chapters 
5-18. The benefits of this approach are the ease of analysis and a clear explanation of the 
converter characteristics, unobscured by the details of device operation. 

PROBLEMS 

2-1 The data sheets of a switching device specify the following switching times corresponding to the 
linearized characteristics shown in Fig. 2-6b for clamped-inductive switchings: 

t,; = 100 ns tfv = 50 ns trv = 100 ns 1t; = 200 ns 

Calculate and plot the switching power loss as a function of frequency in a range of 25-100 kHz, 
assuming Vd = 300 V and 10 = 4A in the circuit of Fig. 2-6a. 

2-2 Consider the resistive-switching circuit shown in Fig. P2-2. Vd = 300 V, J. = 100 kHz and 
R = 7S fl, so that the on-state current is the same as in Problem 2-1. Assume the switch turn-on 
time to be the sum of t,; and tfv in Problem 2-1. Similarly, assume the tum-off time to be the sum 
of trv and 1t;. 

Figure P2-2 

Assuming linear voltage- and current-switching characteristics, plot the switch voltage and 
current and the switching power loss as a function of time. Compare the average power loss with 
that in Problem 2-1. 
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CHAPTER 3 

REVIEW OF BASIC 
ELECTRICAL AND 
MAGNETIC CIRCUIT 
CONCEPTS 

3-1 INTRODUCTION 

The purpose of this chapter is twofold: (1) to briefly review some of the basic definitions 
and concepts that are essential to the study of power electronics and (2) to introduce 
simplifying assumptions that allow easy evaluation of power electronic circuits. 

3-2 ELECTRIC CIRCUITS 

An attempt is made to use Institute of Electrical and Electronics Engineers (IEEE) stan­
dard letter and graphic symbols as much as possible. Moreover, the units used belong to 
the International System of Units (SI). The lowercase letters are used to represent instan­
taneous value of quantities that may vary as a function of time. The uppercase letters are 
used to represent either the average or the rms values. As an example, a voltage Voi and 
its average value Voi are shown in Fig. 1-4b. A value that is average or rms may be stated 
explicitly or it may be obvious from the context. 

The positive direction of a current is shown explicitly by a current arrow in the circuit 
diagram. The voltage at any node is defined with respect to the circuit ground, for 
example, Va is the voltage of node a with respect to ground. The symbol Vab refers to the 
voltage of node a with respect to node b, where, Vab = va - Vb' 

3-2-1 DEFINITION OF STEADY STATE 

In power electronic circuits, diodes and semiconductor switches are constantly changing 
their on or off status. Therefore the question arises: When is such a circuit in steady state? 
A steady-state condition is reached when the circuit waveforms repeat with a time period 
T that depends on the specific nature of that circuit. 

33 
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3-2-2 AVERAGE POWER AND nns CURRENT 

Consider the circuit of Fig. 3-1, where the instantaneous power flow from subcircuit 1 to 
subcircuit 2 is 

p(t) = vi (3-1) 

Both v and i may vary as a function of time. If v and i waveforms repeat with a time period 
T in steady state, then the average power flow can be calculated as 

Pay = ~ iT p(t) dt = ~ iT vi dt (3-2) 

Under the conditions stated earlier, if subcircuit 2 consists purely of a resistive load, 
then v = Ri and in Eq. 3-2 

I IT P = R - Pdt av T 
o 

(3-3) 

In tenns of the nns value I of the current, the average power flow can be ex­
pressed as 

Pay = RP (3-4) 

A comparison of Eqs. 3-3 and 3-4 reveals that the nns value of the current is 

1 ~ ~~ J: j' • dt (3-5) 

which shows the origin of the tenn root-mean-square. 
If i is a constant dc current, then Eqs. 3-4 and 3-5 are still valid with the average and 

the nns values being equal. 

3-2-3 STEADY-STATE ae WAVEFORMS WITH SINUSOIDAL 
VOLTAGES AND CURRENTS 

Consider the ac circuit of Fig. 3-2a, with an inductive load under a steady-state operation, 
where 

v = V2V cos wt i = V2I cos(wt - <1») (3-6) 

and V and I are the nns values. The v and i wavefonns are plotted as functions of wt in 
Fig. 3-2h. 

3-2-3-1 Phasor Representation 

Since both v and i vary sinusoidally with time at the same frequency, they can be 
represented in a complex plane by means of the projection of the rotating phasors to the 
horizontal real axis, as shown in Fig. 3-2c. Conventionally, these phasors rotate in a 

--+-

+ 
v 

Figure 3-1 Instantaneous power flow. 
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o rot 
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Figure 3-2 Sinusoidal steady state. 

counterclockwise direction with an angular frequency w, and their nns values (rather than 
their peak values) are used to represent their magnitudes: 

V::: VeJ'° and I::: le-j~ (3-7) 

Considering Eq. 3-6, the phasor diagram in Fig. 3-2c corresponds to the time instant 
when v attains its positive-maximum value. 

In Eq. 3-7 V and I are related by the complex load impedance Z ::: R + jwL ::: Z~ 
at the operating frequency w in the following manner: 

where I = VIZ. 

I ::: ~ ::: V~o ::: ~ e-j~ = le-j~ 
Z Ze'~ Z 

3-2-3-2 Power, Reactive Power, and Power Factor 

The complex power S is defined as 

S ::: V" = veJO . lej~ = Vlej~ = Sej~ 

(3-8) 

(3-9) 

Therefore, the magnitude of the complex power, which is also called the apparent power 
and is expressed in the units volt-amperes, is 

S = VI (3-10) 

The real average power P is 

P = Re[S] = VI cos ~ (3-11) 
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which is expressed as a product of V and the current component Ip = I cos <1>, which is 
in phase with the voltage in the phasor diagram of Fig. 3-2c. The out-of-phase component 
is Iq = I sin <1>. The in-phase current component iiI) and the out-of-phase current 
component iiI) can be expressed as 

ip(l) = Vupcos wI = (Vu cos <I»cos wI (3-12) 

and 

(3-13) 

where i(l) = iiI) + iit). These two current components are plotted in Fig. 3-2b. 
It should be noted that ip and iq result in instantaneous power flow components PI = 

v'ip and P2 = v'iq, where P = PI + P2. Both PI and P2 pulsate at 2w, twice the source 
frequency w. Here PI has an average value given by Eq. 3-11; the average value of P2 is 
~o. 

In the phasor diagram of Fig. 3-2c, only Ip (=1 cos <1» is responsible for the power 
transfer, notIq (=1 sin <1». It is common to define a quantity called reaclive power Q with 
the units of var (volt-ampere-reactive) using Iq• Defining the complex power S = P + jQ 
and using Eqs. 3-9 and 3-10, 

(3-14) 

An inductive load shown in Fig. 3-2a has a positive value of <1>, where the current lags 
the voltage. In accordance with Eq. 3-14, an inductive load draws positive vars, also 
called lagging vars. Conversely, a capactive load draws negative vars, also called leading 
vars (in other words, it supplies positive vars to the electrical system). 

The physical significance of S, P, and Q should be understood. The cost of most 
electrical equipment such as generators, transformers, and transmission lines increases 
with S = VI, since their electrical insulation level and magnetic core size depend on V and 
their conductor size depends on I. Power P has a physical significance since it represents 
the rate of useful work being performed plus the power losses. In most situations, it is 
desirable to have the reactive power Q be zero. 

Based on the above discussion, another quantity called the power faclor is defined, 
which is a measure of how effectively the load draws the real power: 

P P 
Power factor = S = VI = cos <I> (3-15) 

which is dimensionless. Ideally, the power factor should be 1.0 (that is, Q should be zero) 
to draw power with a minimum current magnitude and hence minimize losses in the 
electrical equipment and possibly in the load . 

• Example 3-1 An inductive load connected to a 120-V, 6O-Hz ac source draws 
1 kWat a power factor of 0.8. Calculate the capacitance required in parallel with the load 
in order to bring the combined power factor to 0.95 (lagging). 

Solution 

For the load: 

PL = 1000 W 
1000 

SL = - = 1250 VA 
0.8 

QL = y,"SZ"---p"""Z = 750 V A (lagging) 
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Therefore, the complex power of the load is 

SL = PL + jQL 
= 1000 + j750 VA 

The reactive power drawn by a capacitor is represented as - jQc because the 
capacitor current leads the voltage by 90°. Therefore, the total complex power de­
livered from the source is 

S = (PL + jQd - jQc 

= PL + j(QL - Qd 

Since the combined power factor is 0.95 (lagging), 

PL 
S = ypi + (QL - Qd2 = 0.95 

(QL - Qd ::; PL 1(_1_ - 1) = 328.7 VA (lagging) -y 0.952 

and therefore, 

Qc 750 - 328.7 = 421.3 VA (leading) 

Since 

3-2-3-3 Three-Phase Circuits 

• 

During a balanced steady-state operating condition, it is possible to analyze three-phase 
circuits such as that in Fig. 3-3a on a per-phase basis. The positive phase sequence is 
commonly assumed to be a-b-c. Using rms values to represent the magnitudes, 

1.,e-j21r13 ::; le-j(<I>+21r/3) 

laei21r3 = le- j (<I>-21T/3) 

(3-16) 

where I =:: VIZ. Assuming Z to be an inductive impedance with a positive value of </>, the 
phase voltage and current phasors are shown in Fig. 3-3b. 

It is possible to calculate the line-to-line voltages from the phase voltages, recogniz­
ing for example that vab = va - Vb' Figure 3-3c shows line-to-line voltage phasors where 
Vab = V uej1T16 leads Va by 30° and the line-to-line rms voltage magnitude is 

Vu V3V (3-17) 

It is possible to calculate power on a per-phase basis as 

Sphase = VI and P phase VI cos <I> (3-18) 

Therefore, in a balanced system the total three-phase power can be expressed as 

S3-phase = 3Sphase = 3VI V3V ul (3-19) 
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i" --

(a) 

(c) 

Figure 3-3 Three-phase circuit. 

and 

(b) 

(3-20) 

The above three-phase circuit operates on the same power factor as the per-phase 
power factor of cos <l>. 

It should be noted that even if a three-phase circuit is operating with nonsinusoidal 
voltages and currents, its total power can still be calculated on a per-phase basis provided 
the circuit is operating under a balanced, steady-state condition. 

3-2-4 NON SINUSOIDAL WAVEFORMS IN STEADY STATE 

In power electronic circuits, dc or low frequency ac wavefonns are synthesized by using 
segments of an input wavefonn. The motor voltage produced by the power electronics 
inverter in an ac motor drive is shown in Fig. 3-40. Often, the line current drawn from the 
utility by the power electronic equipment is highly distorted, as shown in Fig. 3-4b. In 
steady state, such wavefonns repeat with a time period T and a frequency f (=w/2-rr) = 
liT. This repetition frequency is called the fundamental frequency, and it is usually 
designated by a subscript 1. In addition to a dominant component at Ibe fundamental 
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1+--------T= 1.. --------~ r 
(a) 

(b) 

Figure 3-4 Nonsinusoidal waveforms in steady state. 

frequency, the wavefonns in Fig. 3-4 contain components at the unwanted frequencies 
that are hannonics (multiples) of the fundamental frequency. These components can be 
calculated by means of Fourier analysis. 

3-2-4-1 Fourier Analysis of Repetitive Waveforms 

In general, a nonsinusoidal wavefonnftt) repeating with an angular frequency w can be 
expressed as 

CD CD 

ftt) = Fo + L fh(t) = ~ + L {ahcos(hwt) + bhsin(hwt)} 
h=l h=l 

where Fo = ~ao is the average value. In Eq. 3-21, 

ah =.!. (21rftt)COS(hwt) d(wt) 
1r Jo h = 0,· . • 00 , 

(3-21) 

(3-22) 
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and 

I f21T 
bh = - j(t) sin(hwt) d(wt) 

'TT 0 
h=I,""OO (3-23) 

From Eqs. 3-21 and 3-22, the average value (noting that w = 2'TT/1) 

I i21T liT Fo = lao = - j(t) d(wt) = - j(t) dt 
2 2'TT T 

o 0 

(3-24) 

In Eq. 3-21, each frequency component lfh(t) = ahcos(hwt) + bhsin(hwt)] can be repre­
sented as a phasor in terms of its rms value, 

(3-25) 

where the rms magnitude 

(3-26) 

and phase <l>h is given by 

(3-27) 

As shown later, the rms value of the functionj(t) can be expressed in terms of the rms 
values of its Fourier series components 

• ( ) 1!2 

F = Fo2 + ~ Fh2 (3-28) 

It should be noted that many ac waveforms such as that in Fig. 3-4 have a zero 
average value (F 0 = 0). Moreover, by use of the waveform symmetry it is often possible 
to simplify the calculations of ah and bh in Eqs. 3-22 and 3-23. Table 3-1 summarizes the 
types of symmetry, required conditions, and the expressions for ah and bh. 

3-2-4-2 Line-Current Distortion 

Figure 3-5 shows a line current is drawn from the utility by the power electronic equip­
ment that deviates significantly from a sinusoidal waveform. This distorted current can 
also lead to distortion in the utility-supplied voltage. However, the distortion in the utility 
voltage is usually small. For the sake of significantly simplifying our analysis, we will 
as~ume the utility inputvoltage to be purely sinusoidal at the fundamental~ twith 
WI = w and A = f) as 

(3-29) 

The input current in steady state is the sum of its Fourier (harmonic) components as 
(here it is assumed that there is no dc component in is) 

i.(t) = isl(t) + 2: ish(t) (3-30) 
h ... 1 

where isl is the fundamental (line-frequency II) component and ish is the component at the 
h harmonic frequency Ih(=hll ). These current components in Eq. 3-30 can be ex­
pressed as 

i.(t) = V2Isl sin(wlt - <1>1) + 2: V2Ishsin(wht - <l>h) (3-31) 
10 .. 1 
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Table 3-1 Use of Symmetry in Fourier Analysis 

Symmetry Condition Required 

Even 

Odd 

Half-wave 

Even 
quarter-wave 

Odd 
quarter-wave 

/(-t) = j{t) 

/( -t) = -j{t) 

/(t) = - /(t + !T) 
2 

Even and half-wave 

Odd and half-wave 

o 

o 

ah ~ f'lr/(t)cos(hwt) d(wt) 
11' Jo 

bh ~ f'lr /(t)sin(hwt) d(wt) 
11' Jo 

ah = bh = 0 for even h 

ah = ~ f'lr /(t) cos(hwt) d(wt) for odd h 
11' Jo 

bh = ~ f'lr /(t)sin(hwt) d(wt) for odd h 
11' Jo 

- /(t)cos(hwt) d(wt) for odd h 

b
h 

= 0 {f:rf~/2h 
ah = 11' 0 

o for even h 

for odd h 

for even h 

/ 
/ 

/ 
i/ •• ' , .' 

O----~~-----L~----~----~~~----~----~~----~~--~wt .... ;~ ~ ............... ../. 
/ .. 'dis 

/ "'I , 

Figure 3-5 Line-current distortion. 

where <1>1 is the phase angle between the assumed sinusoidal input voltage Vs and isl (a 
positive value of <1>1 means that the current isl lags the voltage). The rms value Is of the 
line current can be calculated by applying the definition of rms given by Eq. 3-5 to the is 
waveform, as in the following equation (where TI = II/I = 211"/(01): 

(
1 IT' ) 112 Is = TI 0 i;(I) dt (3-32) 

Substituting for is from Eq. 3-30 into Eq. 3-32 and noting that the integrals of all the 
cross-product terms (i.e., the product of two different frequency components) are indi­
vidually zero, 

(

2 ~ 2)112 Is = lsi + L.J Ish 
h~1 

(3-33) 
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The amount of distortion in the voltage or current wavefonn (here in the input 
current) is quantified by means of an index called the total harmonic distortion (THO). 
The distortion component idis of the current from Eq. 3-30 is 

idis(t) = is(t) - isl (t) = 2: ish(t) 
h'-I 

It is plotted in Fig. 3-5. In tenns of the nns values, 

I . = [P _ P]1/2 = (~p)1/2 
dis s sl L.J sh 

h'-I 

The THO in the current is defined as 

= 100 x 

(3-34) 

(3-35) 

(3-36) 

where the subscript i indicates the THO in current. A similar index THO v can be ex­
pressed by using voltage components in Eq. 3-36. 

In many applications, it is important to know the peak value Is'peak of the is wave­
fonn in Fig. 3-5 as a ratio of the total nns current Is. This ratio is defined as 

Is peak 
Crest factor = I. 

3-2-4-3 Power and Power Factor 

Starting with the basic definition of average power, in Fig. 3-5 

I iTI 

I iTI 

P = T p(t) dt = T vs(t)iit) dt 
I 0 I 0 

(3-37) 

(3-38) 

Using Vs from Eq. 3-29 and is from Eq. 3-31 and once again noting that the integrals of 
all cross-product tenns are individually zero, 

(3-39) 

Note that the current components at harmonic frequencies do not contribute to the 
average (real) power drawn from the sinusoidal voltage source VS. The apparent power S 
is the product of the nns voltage Vs and the nns current Is (as in Eq. 3-10 for sinusoidal 
quantities) • 

S = VsIs 

The power factor (PF) is the same as in Eq. 3-15 for sinusoidal quantities: 

P 
PF= S 

(3-40) 

(3-41) 
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Using Eqs_ 3-39 through 3-41, 

(3-42) 

The displacement power factor (DPF, which is the same as the power factor in linear 
circuits with sinusoidal voltages and currents) is defined as the cosine of the angle ~ I : 

DPF == cos ~I (3-43) 

Therefore, the power factor with a non sinusoidal current is 

PF = lsI DPF 
Is 

(3-44) 

From Eq. 3-35, we note that a large distortion in the current waveform will result in a 
small value of ISl1ls and hence a low power factor. In terms of Eqs. 3-36 and 3-44, the 
power factor can be expressed as 

1 
PF = V 2 DPF 

1 + THDj 

(3-45) 

3-2-5 INDUCTOR AND CAPACITOR RESPONSE 

As shown by phasors in Fig. 3-6 under a sinusoidal steady-state condition, the current lags 
the voltage by 90° in an inductor and leads the voltage by 90° in a capacitor. The voltages 
and currents are related by 

and 

VL (VL) . 12. . IL = -. - == - e -rrr m an mductor 
JwL wL 

Ie = jwCVc = (wCVc)efrrl2 in a capacitor 

In an inductor L(diddt) = vL(t), and therefore, 

iL(t) = iL(td + ~ f'VL d~ 
I, 

j 
Ie - roC 

--: I~ 
Ye 

1 Ll r · v, • 

Figure 3-6 Phasor representation. 

(3-46) 

(3-47) 

(3-48) 
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where t is the variable of integration and iL(t,) is the inductor current at time t,. Figure 
3-7 a shows the inductor current in response to a voltage pulse where initially at t = t I' the 
inductor has a current of iL(t,). It can be seen that even though the inductor voltage may 
jump instantaneously, the inductor current cannot change instantaneously. 

Figure 3-7b shows the capacitor voltage in response to a current pulse, where vc(t,) 
is the initial capacitor voltage at t = t,. Since C(dvcldt) = ic' 

I I' vc(t) = vc(td + c ic dt 
I, 

(3-49) 

where t is the variable of integration. A capacitor being an electrical dual of an inductor, 
the capacitor current can jump instantaneously but the capacitor voltage cannot change 
instantaneously. 

3·2·5·1 Average VL and Ie in Steady State 

Now we will consider a concept that is frequently used in power electronics. Consider the 
circuits of Figs. 3-8a and 3-9a in steady state, though the circuit voltages and currents 
may not be sinusoidal or constant dc. A steady-state condition implies that the circuit 
voltage and current waveforms repeat with a time period T; that is, 

v(t + T) = v(t) and i(t + T) = i(t) (3-50) 

In case of an inductor operating under a steady-state condition, substituting t = t, + 
Tin Eq. 3-48 and recognizing that iL(t l + T) = iL(t l ) from Eq. 3-50 result in 

or 

iL --
~L 

VL 

iL(t,) 
o--~----~------· 

(a) 

L'+T VL dt = 0 
I, 

1 L'+T T VL dt = 0 

" 

ve(t,) 
0 

Figure 3-7 Inductor and capacitor response. 

(3-51 ) 

ie --
+ Ie Ve 

T 
ie 

(b) 
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(a) 

(b) 

Figure 3-8 Inductor response in steady state. 

(a) 

o----~~~~~~------+_---

(b) 

Figure 3-9 Capacitor response in steady state. 

where ~ is the variable of integration. Equation 3-51 implies that in steady state, the 
average inductor voltage (averaged over one time period) must be zero. This is illustrated 
by the waveforms of Fig. 3-8b, where area A == B. As a physical explanation of this 
property, the integral of inductor voltage is equal to the change in the inductor flux 
linkage, and Eq. 3-51 implies that the net change of flux linking the inductor over one 
time period of repetition is zero, which is a necessary condition for steady-state operation. 
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In case of a capacitor operating under a steady-state condition, substituting t == t) + 
Tin Eq. 3-49 and recognizing that vc(tl + T) == vc(t,) from Eq. 3-50 result in 

or 

(3-52) 

where ~ is the variable of integration. Equation 3-52 implies that in steady state, the 
average capacitor current (averaged over one time period) must be zero. This is illustrated 
by the wavefonns of Fig. 3-9b, where area A == B. As a physical explanation of this 
property, !he Integral of capacitor current is equal to the change in charge of the capacitor, 
and Eq. 3-52 implies that the net change of charge on the capacitor over one time period 
of repetition is zero, which is a necessary condition for steady-state operation. 

3-3 MAGNETIC CIRCUITS 

Power electronic equipment often contains magnetic components such as inductors and 
transfonners. Some of the basic definitions and concepts of magnetic circuits are reviewed 
here. 

3-3-1 AMPERE'S LAW 

A current-carrying conductor produces a magnetic field of intensity H whose SI unit is 
amperes per meter (Aim). According to Ampere's law (Fig. 3-lOa), the line integral of the 
magnetic field intensity H (with units of Aim) equals the total (enclosed) current: 

f H dl == Ii 

;, ---------- i" 
/, = mean path length 

Core: HI 

(a) (b) 

Figure 3-10 (a) General fonnulation of Ampere's law. (b) Specific example of 
Ampere's law in the case of a winding on a magnetic core with an airgap. 

(3-53) 
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For most practical circuits, the above equation can be written as 

2: HJIr = 2: Nmim (3-54) 
Ir m 

3-3-2 RIGHT-HAND RULE 

The direction of the H-field produced by a current-carrying conductor is defined by the 
right-hand rule, in which a screw with a right-hand thread moves in the same direction as 
the current direction. The direction of the H-field is determined by the rotational direction 
of the screw, which is shown in Fig. 3-lla. This rule is applied in determining the 
direction of the H-field produced in the core of a coil such as shown in Fig. 3-11b. The 
direction of this H-field depends on the current direction as well as on how the coil is 
wound. 

3-3-3 FLUX DENSITY OR 8-FIELD 

The H-field is related to the ftux density B or the B-field by the property of the medium 
in which these fields exist: 

B == jJlI (3-55) 

where B is in SI units of webers per square metei (Wb/m2
) or tesla (T), where one tesla 

equals one weber per square meter, and J.L is called the permeability of the medium in SI 
units of henrys per meter (Him). The permeability J.L of a medium is defined in terms of 
the permeability of free space or air, J.Lo, and a relative permeability J.L,: 

(3-56) 

where J.Lo == 41T X 10-7 Him and J.L, may range from 1.0 for air or a nonmagnetic medium 
to several thousands for iron. 

Equation 3-55 exhibits a linear relationship between the B- and H-fields provided J.L 
stays constant, for example, in nonmagnetic materials or in the magnetic materials op­
erating in a linear region, well below their saturation ftux density Bs' as shown in Fig. 
3-12. Beyond Bs' a magnetic material begins to saturate, as shown in Fig. 3-12, and the 
incremental permeability J.L.1 == AB! Mf can be much smaller than its permeability in the 
linear region. 

? i~ C 6 
H 

(a) (b) 

Hgure 3-11 Determination of the magnetic field direction via 
the right-hand rule in (a) the general case and (b) a specific 
example of a current-carrying coil wound on a toroidal core. 
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B 

AB B 
jJ=-=-

AH H 

L-----------~------------~H 

Figure 3-12 Relation between B- and H-fields. 

3-3-4 CONTINUITY OF FLUX 

The B-field or the flux density represents the density of flux lines per unit area. The 
magnetic flux <I> crossing an area can be obtained by.the surface integral of the B-field 
normal to that area, 

(3-57) 

Since the magnetic flux lines form closed loops, the flux lines entering a closed surface 
area must equal those leaving it. This is called the continuity of flux and can be expressed 
as the closed surface integral of B, which is zero: 

<I> = f r B dA = 0 (3-58) 
jA(c ..... ...r.:c) 

For example, in the magnetic circuit of Fig. 3-13, Eqs. 3-57 and 3-58 result in 

BIA) + B2A2 + B3A3 = 0 or <1>1 + <1>2 + <1>3 = 0 

In general, 

~ 1 /" .... -.. A 2 ..... /" " 
A ------

/ \ , 
): fl f2 E 

\ 
f3 

) , --+- / 
~ ", / ..... / 

A3 

t f 

Figure 3-13 Continuity of flux. 

(3-59) 
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3-3-5 MAGNETIC RELUCTANCE AND PERMEANCE 

Ampere's law in the form of Eq. 3-54 and the continuity of flux given by Eq. 3-58 can 
be combined to define the reluctance of a magnetic circuit. In general, for a magnetic 
circuit of the type shown in Fig. 3-IOb, 

where 4>k = 4> for each k by applying the continuity-of-flux Eq. 3-58. Therefore, from Eq. 
3-54 and the equation above 

(3-60) 

For each section k, the term in the summation on the left-hand-side of Eq. 3-60 is 
defined as the magnetic reluctance in the path of the magnetic flux lines: 

Ik 
ffi.k = - (3-61) 

IL0k 

and therefore, 

For the simple magnetic structure shown in Fig. 3-14, 

4>ffi. = Ni 

(3-62) 

(3-63) 

As seen from Eq. 3-61, the reluctance of a magnetic circuit depends on the property of the 
magnetic medium IL and its geometry I and A. 

Knowing ffi.k and im in Eq. 3-62 for circuits similar to that in Fig. 3-IOb, the flux 4> 
can be calculated as 

Permeance of a magnetic circuit is defined as the reciprocal of its reluctance: 

Mean path length I 

N 

Perme.bi I ity 11 

I 
r;}l=­

ffi. 

r+-+--h Cross-sectional 
area A 

Figure 3-14 Magnetic reluctance. 

(3-64) 

(3-65) 
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Table 3-2 Electrical-Magnetic Analogy 

Magnetic Circuit Electric Circuit 

mmf Ni v 
Flux cf> 
reluctance ~ R 
penneability 1.1. lip, where p = resistivity 

3-3-6 MAGNETIC CIRCUIT ANALYSIS 

To ana1yze magnetic circuits, it is often convenient to invoke an ana10gy between mag­
netic and electrica1 quantities, given in Table 3-2 which is va1id on a quasi-static basis, 
that is at a given instant of time. 

This leads to the ana10gy between magnetic and electrica1 circuit equations given in 
Table 3-3. 

Figure 3-15a shows a magnetic circuit and Fig. 3-1Sb shows its electrica1 analog, 
which can be easily ana1yzed. 

3-3-7 FARADAY'S VOLTAGE INDUCTION LAW 

Consider a stationary coil with or without a magnetic core, as shown in Fig. 3-16a. By 
convention, the voltage polarity is chosen to be positive at the termina1 where the positive 
current enters. This is using the same set of references as we do when we state Ohm's law, 
v = Ri. Having chosen the current direction, the positive flux direction is established by 
the right-hand rule, which is vertica11y up in Fig. 3-16a for a positive current. Then by 
Faraday's law, a time-varying flux linkage of the coil N<f, is related to the induced volt­
age as 

d(N<f,) d<f, 
e= +--=N-

dt dt 
(3-66) 

where the positive voltage polarity and flux direction are as shown in Fig. 3-16a. 
This induced voltage polarity can be confirmed by Lenz's law of electromagnetic 

induction. Let us treat the changing externa1 flux <f,,, as the cause and the induced voltage 
as the effect. The polarity of the induced voltage is such as to circulate a current (if the 
circuit is closed) to oppose the change of flux linkage. Therefore, in Fig. 3-16b, if <f,,, is 
increasing with time in the direction indicated, then the polarity of the induced voltage can 
be obtained by hypothetica11y closing the circuit through a resistance R. The current 
should flow out of the top termina1 (from the right-screw rule) in order to oppose the 
change in flux linkage of the coil by producing <f,j. This implies that the induced voltage 
would have to be positive at the top termina1 of the coil with respect to the bottom 
termina1. 

Table 3-3 Magnetic- Electrical Circuit Equation Analogy 

Magnetic Electrical (de) 

Ni I v I 
-;j; = ~= IJA Ohm's law: i = R = Alp 

Kirchhoff's voltage law: i 2: Ric 2: Vm 
Ie m 

Kirchhoff's current law: 2: ilc = 0 
A: 
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Figure 3-15 (a) Magnetic circuit. (b) An electrical analog. 

+ 

e 

(a) 

External 41. 

(b) 

d4l. = positive 
dt 

Figure 3-16 (a) Flux direction and voltage polarity. 
(b) Lenz's law. 

3-3-8 SELF-INDUCTANCE L 

A coil such as that shown in Fig. 3-17 has a self-inductance or simply inductance L, which 
is defined as 

Net> 
L = -.- or Net> = Li 

I 
(3-67) 
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+ 
e 

(a) 

Figure 3-17 Self-inductance L. 

L..----------_i· 

(b) 

where generally in the linear range of the core material, L is independent of i. Substituting 
for N~ from Eq. 3-67 into Eq. 3-66 yields 

di dL di 
e = Ldi + i dt = Ldi for a stationary coil (3-68) 

In coils with ferromagnetic cores, N~ varies with i, as shown in Fig. 3-17b, aJ;1d can 
be linearized as indicated by the dotted line. The slope of this linearized characteristic 
equals the linearized inductance L. 

In Eq. 3-67, substitution for ~ from Eq. 3-63 yields 

NNi N2 

L=iC8t=C8t (3-69) 

which shows that the coil inductance is a property of the magnetic circuit and is inde­
pendent of i, provided magnetic saturation does not occur. 

3-3-9 TRANSFORMERS 

3·3·9·1 Transformers with Lossless Cores 

A transfonner consists of two or more coils that are magnetically coupled. Figure 3-18a 
shows a cross section of a conceptual transfonner with two coils. We assume that the 

----------I , ' 
I I 

B 

ii I 
"'\ (~ 

I i2 

+ ( I I I I rH- ~ + 
1 Ni ( TI ) t '11 'ld .L..L ~ N2 v 

- ( t* 
) I I I I I) -) I \ C ~ J .... 

v 
H 2 

='+'11 
I I 
\ J '2 =-. ----------- -B. < B(t) < B. 

(a) (b) 

Figure 3-18 (a) Cross section o( a trans(onner. (b) The B-H characteristics of the core. 
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transformer core has the B-H characteristic shown in Fig. 3-18b and that B(t) is always 
less than Bs' The total flux <1>1 in coil I is given by 

<1>1 = <I> + <l>1L 

and the total flux <1>2 in coil 2 is given by 

<1>2 = -<I> + <1>12 

(3-70) 

(3-71) 

In Eqs. 3-70 and 3-71 <l>ll and <1>12 are the leakage fluxes in coils 1 and 2, respectively, and 
are diagrammed in Fig. 3-1&. The flux <I> in the core links the two coils and is 
given by 

"" __ Nli l - N2i2 __ Nlim 
'I' (3-72) IJtc IJtc 

where IJtc is the reluctance of the core and im is the magnetizing current given by Eq. 3-72 
as 

(3-73) 

The leakage fluxes are given by 

(3-74) 

and 

N2i2 
+12 == 1Jt

12 
(3-75) 

where 1Jt1l and 1Jt12 are the reluctances of the leakage-flux paths. Even in well-designed 
transformers, the leakage fluxes are a nonnegligible part of the total coil fluxes. This 
results in leakage reluctances that must be accounted for in any transformer description. 

The voltages VI and V2 at the terminals of the transformer are given by 

(3-76) 

and 

(3-77) 

The resistances Rl and R2 account for the ohmic losses in the windings caused by the finite 
conductivity of the conductors. The negative signs in Eq. 3-77 are the result of setting the 
polarity of the voltage V2 as positive where the current ;2 leaves the terminal of coil 2 
(where the direction of <1>2 is consistent with the right.hand rule applied to coil 2). Using 
Eqs. 3-70. 3·72. and 3·74 in Eq. 3-76 to express the fluxes in terms of the currents i 1 and 
i2 yields 

. Ni di l NI dim 
VI = Rill + 1Jt

1l 
tit + IJt

c 
dt (3-78) 

Similarly the voltage v2 can be expressed as 

. N~ di2 . NIN2 dim 
V2 = -R212 - -- + ----

1Jt12 tit IJtc tit 
(3·79) 
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The notation in the expression for VI (Eq. 3-78) can be simplified by defining the 
following quantities: 

Ni dim dim 
the induced emf in coil 1 t'l = IJt

c 
'di = Lm'di (3-80a) 

where, 

and, 

NZ 

the magnetizing inductance Lm = C!It: 

NZ 

the leakage inductance for coil 1 Lll = til> 1 
;n/l 

Using these definitions in Eq. 3-78 yields 

. di1 dim . di1 
VI = 'IRI + L/I dt + Lm'di ::= Rill + L/1 dt + t'l 

(3-80b) 

(3-81) 

(3-82) 

If the third term on the right-hand side of Eq. 3-79 is mUltiplied by NI/NI and we define 

then Eq. 3-79 can be expressed as 

N~ 
L12 =­

C!lt12 

. diz Nz . diz 
Vz = -Rzlz - L12 - + - t'l = - RZfZ - L12 dt + t'z 

dt NI 

where t'z is the induced emf in coil 2. 

(3-83) 

(3-84) 

Equations 3-82 and 3-84 form the basis of the transformer equivalent circuit shown 
in Fig. 3-19a. 

+ + 

O-------~~-..,...~ldeal~ ..... -------O 
~~r~~~~:..J 
(a) 

(b) 

Figure 3-19 Equivalent circuit for (a) a physically realizable 
transformer wound on a lossless core and (b) an ideal 
transformer. 
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3-3-9-2 Ideal Transformers 

Sometimes the equivalent circuit of a transfonner can be simplified with the following 
idealizations: 

l. R\ = R2 = 0 (i.e., windings made from perfect conductors). 

2. {jic == 0 (core penneability ,... = 00) and hence Lm == 00. 

3. {jil\ == {ji/2 == 00 and thus Lll == L/2 == 0 (leakage fluxes <1>/1 and <1>/2 = 0). 

If these idealizations can be made, then the transfonner equivalent reduces to the ideal 
transfonner equivalent shown in Fig. 3-19b. In the ideal-transfonner approximations, 
Eqs. 3-82 and 3-84 reduce to 

(3-85) 

Equation 3-72 can be rewritten as {jic<l> == N\i\ - N2i2 == 0 when {jic == O. Thus we can 
express the currents as 

. . i\ N2 
N212 == N\I\ or :- == -

'2 N\ 
(3-86) 

Equations 3-85 and 3-86 are the mathematical description of an ideal transfonner. Note 
that the equivalent circuit for the physically realizable transfonner of Fig. 3-19a contains 
an ideal transfonner. 

3-3-9-3 Transformers with Cores Having Hysteresis 

If the transfonner is wound on a magnetic' core having a B-H characteristic with hysteresis 
such as is shown in Fig. 3-20, then the time-varying flux in the core will dissipate power 
in the core. This dissipation or loss must be accounted for in the equivalent circuit of the 
transfonner. According to Eq. 3-72, it is the magnetizing current im that generates the flux 
in the core, and in the magnetically lossless equivalent circuit of Fig. 3-19a, im flows 
through the magnetizing inductance Lm. In the presence of core losses, im still generates 
the flux in the core, so a convenient way to model the core losses in the transfonner 
equivalent circuit is by a resistance either in series with Lm or in parallel with Lm. The 
standard practice is to include a resistance Rm in parallel with Lm, as is shown in Fig. 
3-21a, which makes the core losses equal to e/IRm . 

B 

-------+-+-+------~H 

Figure 3-20 B-H characteristic of a transfonner core 
havin~ hysteresis and hence magnetic losses. 
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+ + 

(aJ 

(bJ 

Figure 3-21 Equivalent circuit of a transfonner including the effects of hysteresis loss. (a) 
Circuit components are on both sides (coil 1 and coil 2 sides) of the ideal transfonner. (b) 
Components from the secondary (coil 2) side are reflected across the ideal transfonner to 
the primary (coil 1) side. 

3-3-9-4 Per-Unit Leakage Inductances 

The total leakage inductance seen from one side (e.g., from the coil I side) can be written 
as 

(3-87) 

where L;2 is LI2 reflected across the ideal transformer in the equivalent circuit of Fig. 
3-21a to the primary (coil I side) of the transformer. Here Liz can be expressed as 

Liz = (::Y L/2 (3-88) 

In a similar fashion the winding resistance R2 can be reflected across the ideal transformer 
to the coil I side of the equivalent circuit and can be written as 

Rz = (::Y R2 (3-89) 

The resulting equivalent circuit for the transformer with all the nonideal but still linear 
components on the primary (coil l) side of the transformer is shown in Fig. 3-2Ih. For 
approximate analysis in transformers with ratings above a few kilo-volt-amperes, it is 
usually possible to ignore the winding resistances and to assume that the magnetic core is 
ideal (i.e., RI , R2 = 0 and Rm, Lm = (0). 

The total leakage inductance LI,tOtai = LlI + Liz is often specified in per unit or 
percentage of the transformer voltage and volt-ampere ratings. This is illustrated by means 
of an example . 

• Example 3-2 A llO/220-V, 6O-Hz, single-phase, l-kVA transformer has a leak­
age reactance of 4%. Calculate its total leakage inductance referred to (a) the llO-V side 
and (b) the 220-V side. 
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Solution 

Assuming the 110-V side to be side 1 and the 220-V side to be side 2, NIIN2 == 0.5. 
Let Lltl be the total leakage inductance referred to side 1 and LIt2 referred to side 2. 

(a) For side 1, 

Therefore, 

(b) For side 2, 

Therefore, 

V I •rated == 110 V 
1000 

Il,rated == Do == 9.09 A 

VI,rated 110 
Zl,base == Il,rated == 9.09 == 12.1 n 

0.04 X Zl,base 
L ltl == 21T X 60 == 1.28 mH 

V 2,rated == 220 V 
1000 

h,rated == 220 == 4.54 A 

V2 ,rated 
Z2,base = -1-- = 48.4 n 

2,rated 

0.04 X Z2,base 
Llt2 == 21T X 60 = 5.15 mH 

Note that Lltl = (NI /N2)2 L 1t2• 

SUMMARY 

• 

1. The steady state in a power electronic circuit is defined to be the condition when the 
circuit waveforms repeat with a time period T that depends on the specific nature of the 
circuit. 

2. For sinusoidal voltages and currents in single-phase and three-phase circuits, the 
following quantities are defined: rrns values, average power, reactive power or vars, 
and power factor. 

3. Fourier analysis is reviewed to express nonsinusoidal waveforms in steady state in 
terms of their harmonic frequency components. 

4. A distortion index called Total Harmonic Distortion (THO) is defined for nonsinuso­
idal voltages and currents. 

5. Assuming sinusoidal voltages supplied by the utility, the displacement power factor 
(DPF) and the power factor (PF) are defined for nonlinear loads which draw nonsi­
nusoidal currents. 

6. In steady state in power electronic circuits, the average voltage across an inductor is 
shown to be zero. Similarly, the average current through a capacitor is zero. 
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7. The following fundamentals are reviewed: Ampere's law, right-hand rule, flux density 
or B-field, continuity of flux, and magnetic reluctance and penneance. 

8. For magnetic circuit analysis, an analogy between the magnetic circuit and instanta­
neous electric circuit is invoked. Faraday's voltage induction law and the definition of 
self-inductance are reviewed. 

9. Basic concepts relating to transfonners are reviewed. 

PROBLEMS 

3-1 Using nns values to represent their magnitudes. the voltage across and the current into a load are 
as follows in phasor form: 

v = Ve jo" and I = le-j$" 

Show that the instantaneous power p(t) = v(t)·i(t) can be written asp(t) = P + p cos 2wt + Q sin 
2wt, where average power P = VI cos <jl and reactive power Q = VI sin <jl. 

3-2 In Problem 3-1. V = 120 V and 1= e-j3
0" A. 

(a) Plot the following as a function of wt: 

(i) v, i, and p(t) 

(ii) I~ as defined in Eq. 3-12 and PI = v'ip 

(iii) iq as defined in Eq. 3-13 and, P2 = V'iq 

(b) Calculate the average power P. 

(c) Calculate the peak value of P2 in part (a) and Q from Eq. 3-14. 

(d) Calculate the load power factor (PF). Is the load inductive or capacitive? Does the load draw 
positive vars? 

3-3 For the waveforms in Fig. P3-3. calculate their average value and the nns values of the fundamental 
and the harmonic frequency components. 

3-4 In the waveforms of Fig. P3-3 of Problem 3-3, A = 10 and U = 20° (u l = U2 = ul2), where 
applicable. Calculate their total rrns values as follows: 

(a) By using the results of Problem 3-3 in Eq. 3-28. 

(b) By using the definition of the rms value as given in Eq. 3-5. 

3-5 Refer to Problem 3-4 and calculate the following: 

(a) For each of the waveforms a-e, calculate the ratio of (i) the fundamental frequency component 
to the total rms value and (ii) the distortion component to the total rrns value. 

(b) For the waveforms/and g. calculate the ratio of the average value to the total nns value. 

3-6 A sinusoidal voltage v = V2V sin wt is applied to a single-phase load. The current drawn by the 
load corresponds to one of the waveforms a-e of Fig. P3-3. The zero crossing of the current 
waveform lags the voltage waveform by wt = <jl0. Using the results of Problems 3-3 and 3-4, 
calculate the average power drawn by the load, the displacement power factor (DPF) , total harmonic 
distortion (THD), and the power factor (PF) for each of the current waveforms for the following 
numerical values: V = 120 V, A = 10 A, <jl == 30°, and u = 20° (u l = U2 = uI2), where applicable. 

3-7 A balanced three-phase inductive load is supplied in steady state by a balanced three-phase voltage 
source with a phase voltage of 120 V nns. The load draws a total of 10 kW at a power factor of 0.85 
(lagging). Calculate the rrns value of the phase currents and the magnitude of the per-phase load 
impedance. Draw a phasor diagram showing all three voltages and currents. 

3-8 An input voltage of a repetitive waveform is filtered and then applied across the load resistance, as 
shown in Fig. P3-8. Consider the system to be in steady state. It is given that L = 5 /J.H lIll6I,P Load 

= 250 W. • 

(a) Calculate the average output voltage Vo' 
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(b) Assume that C_oo so that vo(t) "'" Yo' Calculate ILoad and the rms value of the capacitor 
current ie• 

(c) In part (b), plot VL and iL • 

3-9 The repetitive waveforms for the current into, and the voltage across a load in Fig. P3-9 are shown 
by linear segments. Calculate the average power P into the load. 

i 

~ -I ~ I 

Figure P3-9 

I I ----r-------,--
I I 

T il O~-----4I----------+I----------~----------~.t a I I 

Vmax 

Vavg 

Vmin 

Ii 
I I 
I I 

----1-------_ 
I 
I 
I 

O~~----~I----------~---------I~----------~.t 
a f=--:2.5,us -I- 2.5,us=:! 

I-- 5,us =:! 

3-10 In Fig. P3-9, it is given that the load voltage maximum (minimum) is greater (lower) than Vavg by 
1%. Similarly in the current, the fluctuation around its average value is ±5%. Calculate the percent 
error if the average power is assumed to be Vav/avg. compared to its exact value. 

3-11 A transformer is wound on a toroidal core. The primary winding is supplied with a square-wave 
voltage with a ± 50-V amplitude and a frequency of 100kHz. Assuming a uniform flux density in 
the core, calculate the minimum number of primary winding turns required to keep the peak flux 
density in the core below 0.15 Wb/m2 if the core cross-sectional area is 0.635 cm2

• 

Plot the voltage and flux density waveforms in steady state as functions of time. 

3-12 A toroidal core has distributed airgaps that make the relative permeability equal to 125. The 
cross-sectional area is 0.113 cm2 and the mean path length is 3.12 cm. Calculate the number of turns 
required to obtain an inductance of 25 ItH. 

3-13 In the transformer of Example 3-2. calculate the transformer voltage regulation in percent, if the 
input voltage is 110 V and the transformer supplies its full-load kV A at the following power factors: 

(a) 1.0 

(b) 0.8 

Note that the transformer voltage regulation is defined as 

. Vout No-load Vout,full-lood 
Percent regulation = 100 x ' V 

out,no-load 

3-14 Refer to Problem 3-11 and calculate the magnetizing inductance Lm if the mean path length equals 
3.15 cm and the relative permeability itT = 2500. 

REFERENCES 

1. H. P. Hsu. Fourier Analysis. Simon & Schuster, New York, 1967. 
2. Any introductory textbook on. electrical circuits and electromagnetic fields. 



CHAPTER 4 

COMPUTER SIMULATION 
OF POWER ELECTRONIC 
CONVERTERS AND 
SYSTEMS 

4-1 INTRODUCTION 

The purpose of this chapter is to briefly describe the role of computer simulations in the 
analysis and design of power electronics systems. We will discuss the simulation process 
and some of the simulation software packages suited for this application. 

In power electronic systems such as shown by Fig. 1-1 and repeated as Fig. 4-1, 
converters for power processing consist of passive component, diodes, thyristors, and 
other solid-state switches. Therefore, the circuit topology changes as these switches open 
and close as a function of time under the guidance of the controller. Usually it is not 
possible, and often not desirable, to solve for the circuit states (voltages and currents) in 
a closed form as a function of time. However, by means of computer simulation, it is 
possible to model such circuits. 

We will use computer simulations throughout this book as optional learning aid. 
Computer simulations are commonly used in research to analyze the behavior of new 
circuits, which leads to improved understanding of the circuit. In industry, they are used 
to shorten the overall design process, since it is usually easier to study the influence of a 
parameter on the system behavior in simulation, as compared to accomplishing the same 
in the laboratory on a hardware breadboard [1]. 

The simulations are used to calculate the circuit waveforms, the dynamic and steady­
state performance of systems, and the voltage and current ratings of various components. 
Usually, there will be several iterations between various steps. As the confidence in the 
simulation develops, it may be possible to extend simulations to include power loss 

Power input Power output 
I----P--~ load 

Vi 

Measurements 

'--__ ....r~ Reference 

Figure 4- t Power electronics 
system: a block diagram. 

61 
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calculations. This allows a thermal design to ensure temperature rise within the system to 
acceptable levels. 

However, it should be noted that in power electronics, much more so than in signal­
level electronics, computer simulation and a proof-of-concept hardware prototype in the 
laboratory are complimentary to each other. That is, computer simulation should not be 
looked upon as a substitute for a hardware (breadboard) prototype. 

4-2 CHALLENGES IN COMPUTER SIMULATION 

At the outset, we need to realize that there are several factors that make simulation of 
power electronic systems very challenging: 

1. Solid-state switches including diodes and thyristors present extreme nonlinearity 
during their transition from one state to the other. The simulation program ought 
to be able to represent this switching of states in an appropriate manner. 

2. The simulation may take a long time. The time constants, or in other words the 
response time of vru:ious parts within the system, may differ by several orders of 
magnitude. For example, in' a motor drive, the semiconductor switches have 
switching times of microseconds or less, whereas the mechanical time constant or 
the response time of the motor and the load may be of the order of seconds or even 
minutes. This requires simulation to proceed with a very small time step to have 
the resolution to represent the smallest time constants, for example switching, 
with accuracy. In the same simulation, the maximum simulation time is usually 
large and is dictated by the longest time constant. 

3. Accurate models are not always available. This is specially true for power semi­
conductor devices (even for simple power diodes) but is also the case for magnetic 
components such as inductors and transformers. 

4. The controller in the block diagram of Fig. 4-1, which may be analog and/or 
digital, needs to be modeled along with the power converters. 

5. Even if only the steady-state waveforms are of interest, the simulation time is 
usually long due to unknown values of the initial circuit states at the start of the 
simulation. 

The challenges listed above dictate that we carefully evaluate the objective of the 
simulation. In general, it is not desirable to simulate all aspects of the system in detail (at 
least not initially, but it may be done as the last step). The reason is that the simulation 
time may be very long and the output at the end of the simulation may be overwhelming, 
thus obscuring the phenomena of interest. In this respect, the best simulation is the 
simplest possible simulation that meets the immediate objective. In other words, we must 
simplify the system to meet the simulation objectives. Some of the choices are discussed 
in the next section. 

4-3 SIMULATION PROCESS 

In power electronics, several types of analyses need to be carried out. For each type of 
analysis, there is an appropriate degree of simulation detail in which the circuit compo­
nents and the controller should be represented. In the following sections, we will discu~s 
these various types of analyses. It is important to note that at each step it may be desirable.. 
to verify simulation results by a hardware prototype in the laboratory. 
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Figure 4-2 Open-loop, large­
signal simulation. 

4-3-1 OPEN-LOOP, LARGE-SIGNAL SIMULATION 

In order to get a better understanding of the behavior of a new system, we often start by 
simulating the power processor with prespecified control signals, as shown in the block 
diagram of Fig. 4-2. The objective of this simulation is to obtain various voltage and 
current waveforms within the converters of the power processor to verify that the circuit 
behaves properly, as predicted by the analytical calculations. At the end, this step pro­
vides us with a choice of circuit topology and the component values. 

This simulation includes each switch opening and closing, and the simulation is 
carried out over a large number of switching cycles to reach steady state. Most often, at 
this stage of simulation, no benefit is gained by including very detailed models of the 
circuit components. Therefore, the circuit components, especially the switching devices, 
should be represented by their simple (idealized) models. Because the design of the 
controller still remains to be carried out and the dynamic behavior of the system to 
changes in the operating conditions is not of interest at this early stage, the controller is 
not represented. Therefore, it is called an open-loop simulation. 

4-3-2 SMALL-SIGNAL (LINEAR) MODEL AND CONTROLLER DESIGN 

With a chosen circuit topology and the component values, we can develop a linear 
(small-signal) model (Fig. 4-3) of the power processor as a transfer function using the 
techniques described later in this book. The important item to note is that in such a model, 
the switches are represented by their averaged characteristics. Once we have a linearized 
model of the circuit, there are well-known methods from control theory for designing the 
controller to ensure stability and the dynamic response to disturbances or small changes 
(indicated by !:i in Fig. 4-3) in the input, the load, and the reference. There are specialized 
software packages available commercially that automate the controller design process [2]. 

4-3-3 CLOSED-LOOP, LARGE-SIGNAL SYSTEM BEHAVIOR 

Once the controller has been designed, the system performance must be verified by 
combining the controller and the circuit under a close-loop operation, in response to large 
disturbances such as step changes in load and inputs. The block diagram is shown in Fig. 
4-4. This large-signal simulation is carried out in time domain over a long time span that 

l\ Load 
l\ Input 

Figure 4-3 Small-signal (linear) model 
and controller design. 
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includes many (thousands of) switching cycles. Therefore, the switching devices should 
be represented by their simple (idealized) models. However, saturation and other pertinent 
nonlinearilities and losses may be included. It is sufficient to represent the controller in 
such a simulation in as simple a manner as possible, rather than representing it in detail 
at a component level by operational amplifiers, comparators, and so on. 

4-3-4 SWITCHING DETAILS 

In the previous simulation step, the objective was to obtain the overall system behavior 
that is only marginally affected by semiconductor device nonidealities. Now the objective 
is to obtain overvoltages, power losses, and other component stresses due to the nonideal 
nature of switching devices and the stray inductances and capacitances within the power 
processor. This knowledge is necessary in the selection of component ratings, assessing 
the need for protection circuitry such as snubbers and the need to minimize stray induc­
tances and capacitances. The block diagram is shown in Fig. 4-5. 

To obtain this information, only a few switching cycles need to be simulated with 
worst-case initial values of voltages and currents obtained in the previous simulations. 
Only a part of the circuit under investigation should be modeled in de~il, rather than the 
entire circuit. Simulation over only a few cycles is needed to obtain the worst-case stresses 
because they repeat with each cycle. To this end, we need detailed and accurate models 
of switching devices. 

4-4 MECHANICS OF SIMULATION [1] 

Having established the various types of analyses that need to be carried out, the next step 
is to determine the best tools for the job. There are two basic choices: (1) circuit-oriented 
simulators and (2) equation solvers. These are now discussed in a generic manner. 

4-4-1 CIRCUIT-ORIENfED SIMULATORS 

Over the years, considerable effort has been put into developing software for circuit­
oriented simulators. In these software packages, the user needs to supply the circuit 
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t 
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Power output 

Figu~ 4-5 Switching details. 
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topology and the component values. The simulator internally generates the circuit equa­
tions that are totally transparent to the user. Depending on the simulator, the 'user may 
have the flexibility of selecting the details of the component models. Most simulators 
allow controllers to be specified by means of a transfer function or by models of com­
ponents such as operational amplifiers, comparators, and so on. 

4-4-2 EQUATION SOLVERS 

An alternative to the use of circuit-oriented simulators is to describe the circuit and the 
controller by means of differential and algebraic equations. We must develop the equa­
tions for all possible states in which the circuit may operate. There may be many such 
states. Then, we must dt:scribe the logic that detennines the circuit state and the corre­
sponding set of differential equations based on the circuit conditions. These algebraic/ 
differential equations can be solved by using a high-level language such as C or FOR­
TRAN or by means of software packages specifically designed for this purpose that 
provide a choice of integration routines, graphical output, and so on. 

4-4-3 COMPARISON OF CIRCUIT-ORIENTED SIMULATORS AND 
EQUATION SOLVERS 

With circuit-oriented simulators, the initial setup time is small, and it is easy to make 
changes in the circuit topology and control. The focus remains on the circuit rather than 
on the mathematics of the solution. Many built-in models for the components and the 
controllers (analog and digital) are usually available. It is possible to segment the overall 
system into smaller modules or building blocks that can be individually tested and then 
brought together. 

On the negative side, there is little control over the simulation process that can lead 
to long simulation times or, even worse, to numerical convergence or oscillation prob­
lems, causing the simulation to halt. Steps to overcome these difficulties are usually not 
apparent and may require trial and error. 

Equation solvers, on the other hand, give total control over the simulation process, 
including the integration method to be used, time step of simulation, and so on. This 
results in a smaller simulation (execution) time. Being general-purpose tools, equation 
solvers can also be useful in applications other than power electronics simulation. 

On the negative side, a long time is usually required for the initial setup because the 
user must develop all possible combinations of differential and algebraic equations. Even 
a minor change in the circuit topology and control may require just as much effort as the 
initial setup. 

On balance, the circuit-oriented simulators are much easier and therefore are more 
widely used. The equation solvers tend to be used in specialized circumstances. The 
characteristics of some of the widely used software packages are discussed in Sections 4-6 
and 4-7. 

4-5 SOLUTION TECHNIQUES FOR TIME-DOMAIN ANALYSIS 

Both circuit-briented simulators and equation solvers must solve differential equations as 
a function of time. With either approach, the user should know the concepts fundamental 
to the solution of these equations. 

In power electronics, the circuits are usually linear, but they change as a function of 
time due to the action of switches. A set of differential equations describes the system for 
each circuit state. In this section, .we will discuss one numerical solution technique by 
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means of a simple example that allows system variables to be calculated as a function of 
time. 

4-5-1 LINEAR DIFFERENTIAL EQUATIONS 

Figure 4-60 shows a simplified equivalent circuit to represent a switch-mode, regulated 
voltage supply of Figs. 1-3 and 1-4a in Chapter 1. In this example, change in the state of 
the switch in Fig. 1-3 affects the voltage va; in the circuit of Fig. 4-60 (va; = Vd when the 
switch is on, otherwise Vo; = 0). Thus, the same circuit topology applies in both states of 
the switch. The inductor resistance 'L is included. 

The wavefonn of the voltage Va; is shown in Fig. 4-6b, where the switch duty ratio 
D = tonlTs is dictated by the controller in the actual system, based on the operating 
conditions. 

The equations are written in tenns of the capacitor voltage v c and the inductor current 
iv the so-called state variables, since they describe the state of the circuit. It is assumed 
that at time t = 0 at the beginning of the simulation, the initial inductor current iL(O) and 
the initial capacitor voltage vc(O) are known. By applying Kirchhoff's current law (KCL) 
and Kirchhoff's voltage law (KVL) in the circuit of Fig. 4-60, we get the following two 
equations: 

. diL 
'L'L + L dt + Vc = Vo; (KVL) (4-1) 

. dvc Vc 
IL - C dt - Ii = 0 (KCL) (4-2) 

By dividing both sides ofEq. 4-1 by L and Eq. 4-2 by C, we can express them in the usual 
state variable matrix fonn 

(4-3) 

(aJ 

(bJ 

Figure 4-6 Simplified equivalent circuit of a switch-mode, regulated dc power supply 
(same as in Fig. 1-3). 
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The above equation can be written as 

dx(t) Tt = Ax(t) + bg(t) 

where x(t) is a state variable vector and g(t) is the single input: 

x(t) = [~] and g(t) = Voi 

The matrix A and the vector b are 

A_[ 1-1] 

(4-4) 

(4-5) 

In general, the state transition matrix A and the input vector b may be functions of time 
and Eq. 4-4 may be written as 

dx(t) Tt = A(t)x(t) + b(t)g(t) (4-6) 

With a time step of integration fl.t, the solution of Eq. 4-6 at time t can be expressed in 
terms of the solution at t - fl.t: 

x(t) = x(t - fl.t) + f~~1 [A(t)xm + b(t)g(t)] dt (4-7) 

where t is a variable of integration. 

4-5-2 TRAPEZOIDAL METHOD OF INTEGRATION 

There are many elegant numerical methods for solving the integral in Eq. 4-7. However, 
we will discuss only one technique, called the trapezoidal method, which is used in two 
of the widely used circuit-solving programs called SPICE and EMTP. 

This method uses an approximation of linear interpolation between the values at time 
t - fl.t and t, assuming that x(t) is known at time t. Since x(t) is what is being calculated 
in Eq. 4-7, this assumption of its a priori knowledge puts this method into a category of 
"implicit" methods. Figure 4-7 graphically illustrates this method of integration for a 
single variable x(t), where A and b are scalars. As the name implies, the trapezoidal area, 
using the linear interpolation between the values at time t - fl.t and t, approximates the 
value of the integral. Applying this method to Eq. 4-7 yields 

x(t) = x(t - fl.t) + ~ fl.t [A(t - fl.t)x(t - fl.t) + A(t)x(t)] + ~ fl.t [b(t - fl.t)g(t - fl.t) 

+ b(t)g(t)] (4-8) 

do: 
dt 

Ax(t) + bg(t) 

Ax(t - At) + bg(t - ~t) -----

t - ~t 

Figure 4-7 
Trapezoidal method 
of integration. 
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We should note that the above equation is an algebraic equation that in this case is also 
linear. Therefore, rearranging tenns, we get 

[I - i at A(t)] x(t) = [I + i at A(t - at)] x(t - at) + i at [b(t - at)g(t - at) 

+ b(t)g(t)] (4-9) 

Multiplying both sides ofEq. 4-9 by the inverse of [1- ~ at A(t)] allows x(t) to be solved: 

x(t) = [I - ~ at A(t)]-l ([1+~atA(t-at)]x(t-at)+~a~b(t-at)g(t-at)+b(t)g(t)]} 
(4-10) 

Commonly in power electronic systems, A and b change when the circuit state 
changes due to a switching action. However, for any circuit state over an interval during 
which the state is not changing, the state transition matrix A and the vector b are 
independent of time. Therefore, A(t - at) = A(t) :::: A and b(t - at) :::: b(t) = b. Use 
of this infonnation in Eq. 4-10 results in 

x(t) = Mx(t - at) + N[g(t - at) + g(t)] (4-11) 

where 

M = [I - ~ at A]-l [I + ~ at A] (4-12) 

and 

N = [I - ~ at A]-l (~ at) b (4-13) 

need to be calculated only once for any circuit state, provided the time step f1t chosen for 
the numerical solution is kept constant. 

An obvious question at this point is why solve the circuit state with a small time step 
at rather than choosing a at that takes the circuit from its previous switch state to its next 
switch state. In the solution of linear circuits, at must be chosen to be much smaller than 
the shortest time constant of interest in the circuit. However, in power electronics, at is 
often even smaller, dictated by the resolution with which the switching instants should be 
represented. We do not know a priori at what time the circuit will go to its next state since 
the values of the circuit variables themselves determine the instant of time when such a 
transition should take place. Another important point to note is that when the circuit state 
changes, the values of the state variables at the final tim~ in the previous state are used as 
initial values at the beginning of the next state. 

4-5-3 NONLINEAR DIFFERENTIAL EQUATIONS [1] 

In power electronic systems, nonlinearities are introduced by component saturation (due 
to component values which depend on the associated currents and voltages) and limits 
imposed by the controller. An example is the output capacitance of a MOSFET which is 
a function of the voltage across it. In such systems, the differential equations can be 
written as (where f is a general non-linear function) 

:X = f(x(t),t) (4-14) 

The solution of the above equation can be written as 

x(t) = x(t - at) + f~at f(xm,,)d, (4-15) 
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For example, applying the Trapezoidal rule to the integral in the equation above results in 

~t 
x(t) = x(t - ~t) + "2 {f(x(t),t) + f(x(t - ~t),t - ~t)}. (4-16) 

Equation 4-16 is nonlinear, and cannot be solved directly. This is because in the right side 
of Eq. 4-16, f(x(t),t) depends on x(t). Such equations are solved by iterative procedures 
which converge to the solution within a reasonably small number of iterations. One of the 
commonly used solution techniques is the Newton-Raphson iterative procedure. 

4-6 WIDELY USED, CIRCUIT-ORIENTED SIMULATORS 

Several general-purpose, circuit-oriented simulators are available. These include SPICE, 
EMTP, SABER, and KREAN, to name a few. Two of these, SPICE and EMTP, are 
easily available and are widely used. Both have strengths' and weaknesses. SPICE was 
developed for simulating integrated circuits, whereas EMTP was developed for power 
systems modeling. Because of their widespread popularity, we will describe both briefly 
in the following sections. 

4-6- t SPICE [3] 

The abbreviation SPICE stands for Simulation Program with Integrated Circuit Emphasis. 
It was developed at the \lniversity of California, Berkeley. SPICE can handle nonlinear­
ities and provides an automatic control on the time step of integration. There are several 
commercial versions of SPICE that operate on personal computers under several popular 
operating systems. One commercial version of SPICE is called PSpice [4]. 

In PSpice, many features are added to make it a multilevel simulator where the 
controllers can be represented by their behavior models, that is, by their input-output 
behavior, without resorting to a device-level simulation. There is an option for entering 
the input data by drawing the circuit schematic. In addition to its use in industry, PSpice 
has also become very popular in teaching undergraduate core courses in circuits and 
electronics. Therefore, many students are familiar with PSpice. One of the reasons for the 
popularity of PSpice is the availability and the capability to share its evaluation (class­
room) version freely at no cost. This evaluation version is very powerful for power 
electronics simulations. For example, all simulations in reference 5 use only the evalu­
ation version of PSpice. For these reasons, PSpice is used in this book in examples and 
in homework problems. 

To illustrate how the infonnation about a circuit is put into a circuit-oriented program 
in general and PSpice in particular, a very simple example is presented. We will consider 
the circuit of Fig. 1-3, redrawn in Fig. 4-8a, where the control signal for the switch under 
an open-loop operation is the wavefonn shown in Fig. 4-8b. Note that we explicitly 
include the representation of the diode and the switch, whereas we could have represented 
this circuit by the simple equivalent circuit of Fig. 4-6, which needs to be modified if the 
inductor current in this circuit becomes discontinuous. This shows the power of a circuit­
oriented simulators that automatically takes into account the various circuit states without 
the user having to specify them. In the present simulation, the diode is represented by a 
simple built-in model within PSpice, and the switching device is represented by a simple 
voltage-controlled switch. In a circuit-oriented simulator like PSpice, detailed device 
models can be substituted if we wish to investigate switching details. 
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Figure 4-8 (a) Circuit for simulation. (b) Switch control waveform. 

As a first step, we must assign node numbers as shown in the diagram of Fig. 4-9a, 
where one of the nodes has to be selected as a ground (0) node. The transistor in Fig. 4-8a 
is modeled by a voltage-controlled switch SW in the diagram of Fig. 4-9a whose state is 
determined by the voltage at its control terminals. In the on state with a control voltage 
greater then Von (= 1 V default value), the s~itch has a small on-state resistance Ron (= 
1 n default value). In the off state with a control voltage less than V off (= 0 V default 
value), the switch is in its off state and is represented by a large resistance Roff (= 106 n 
default value). Of course, the default values are optional and the user can specify values 
that are more appropriate. 

The listing of the input circuit file to PSpice is shown in Fig. 4-9b. The repetitive 
control voltage shown in Fig. 4-8b, which determines the state of the switch SW, is 
modeled by means of a voltage source called VCNTL within PSpice. There is a built-in 
model for diodes whose parameters such as the on-state resistance parameter Rs aDd the 
zero-bias junction capacitance Cjo can be changed; otherwise the default values are used 
by the program. 

A sudden discontinuity in SPICE can result in the program proceeding with extremely 
small time steps and at worst may result in a problem of convergence, where the voltages 
at some node or nodes at some time step may fail to converge. If this were to happen, the 
simulation would stop with an error message. There are few definite rules to avoid the 
solution from failing to converge. Therefore, it is always better to avoid sudden discon­
tinuities, such as by using an R-4:: "numerical snubber" across the diode in Fig. 4-9a to 
"soften" the discontinuity presented by the diode current suddenly going to zero. Sim­
ilarly, the rise and fall times of VCNTL in Fig. 4-9a, represented by PULSE in Fig. 4-9b, 
are specified as 1 ns each rather than as zero. 

The output waveforms from the simulation are shown in Fig. 4-10. These are pro­
duced by a graphical postprocessor (called Probe) within PSpice that is very easy to use. 

4-6-2 EMTP SIMULATION PROGRAM [6] 

Another widely used, general-purpose circuit simulation program is called EMTP (Elec­
tro-Magnetic Transients Program). Unlike SPICE, which has its origin in microelectron-
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Figure 4-9 PSpice simulation of circuit in Fig. 4-8. 
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Figure 4-10 Results of PSpice simulation: iL arid VC' 
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ics modeling, EMTP was originally developed for the electric power industry at the 
Bonneville Power Administration in Portland, Oregon. ATP (Alternative Transients Pro­
gram) is a version of EMTP that is also available for personal computers under MS-DOS 
operating system [7]. Similar to SPICE, EMTP uses a trapezoidal rule of integration, but 
the time step of integration is kept constant. 

Because of the built-in models for various power system components such as three­
phase transmission lines, EMTP is a very powerful program for modeling power elec­
tronics applications in power systems. 

Compared to SPICE, the switches in EMTP are treated quite differently. When a 
switch is closed, the row and column (in the network matrix) corresponding to the 
tenninal nodes of the switch are coalesced together. There is a very powerful capability 
to represent analog and digital controllers that can be specified with almost the same ease 
as in a high-level language. The electrical network and the controller can pass values of 
various variables back and forth at each time step. 

4-6-3 SUITABILI1Y OF PSpice AND EMTP 

For power electronics simulation, both PSpice and EMTP are very useful. PSpice is better 
suited for use in power electronic courses for several reasons. Its evaluation version is 
available at no cost (in fact, its copying and sharing is welcomed and encouraged), and 
it is very easy to install on either an IBM-compatible or a Macintosh computer. It is user 
friendly with an easy-to-Iearn graphical postprocessing package for plotting of results. 
Because of the availability of semiconductor device models, it is also well suited for 
applications where such detailed representations are necessary. Perhaps in the near future, 
the models will improve to the point where powex losses can be calculated accurately for 
a thennal design. 

On the other hand, EMTP is better suited for simulating high-power electronics in 
power systems. It has the capability for representing controllers with the same ease as in 
a high-level language. The control over the time step At results in execution (run) times 
that are acceptable. For the reasons listed above, EMTP is very well suited for analyzing 
complex power electronic systems at a system level where it is adequate to represent 
switching devices by means of ideal switches and the controller by transfer functions and 
logical expressions. 

A large number of power electronic exercises using the evaluation (classroom) ver­
sion of PSpice [5] and EMTP [8] are available as aids in learning power electronics. They 
are also ideal for learning to use these software packages by examples. 

4-7 EQUATION SOLVERS 

If we choose an equation solver, then we must write the differential and algebraic equa­
tions to describe various circuit states and the logical expressions within the controller that 
detennine the circuit state. Then, these differentialJalgebraic equations are simultaneously 
solved as a function of time. 

In the most basic fonn, we can solve these equations by programming in anyone of 
the higher level languages such as FORTRAN, C, or Pascal. It is also possible to access 
libraries in any of these languages, which consist of subroutines for specific applications, 
such as to carry out integration or for matrix inversion. However, it is far more convenient 
to use a package such as MATLAB [9] or a host of other packages where many of these 
convenience features are built in. Each of these packages use their own syntax and also 
excel in certain applications. 
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The program MATLAB can easily perfonn array and matrix manipulations, where, 
for example, y = a . b results in a value of y that equals cell-by-cell multiplication of two 
arrays a and b. Similarly, to invert a matrix, all one needs to specify is Y = inv(X). 
~owerful plotting routines are built in. MATLAB is widely used in industry. Also, such 
programs are used in the teaching of undergraduate courses in control systems and signal 
processing. Therefore, the students are usually familiar with MATLAB prior to taking 
power electronics courses. If not, it is possible to learn their use quickly, especially by 
means of examples. For these reasons, MA TLAB is utilized in this book for solution of 
some of the examples and the homework problems. SIMULINK is a powerful graphical 
pre-processor or user-interface to MATLAB which allows dynamic systems to be de­
scribed in an easy block-diagram fonn. 

As an example of MATLAB, the solution of the circuit in Fig. 4-8 using the trape­
zoidal method of integration is shown in Fig. 4-11. The circuit of Fig. 4-8 reduces to the 
equivalent circuit shown previously in Fig. 4-6 (provided iL(t) > 0). As shown in Fig. 
4-11 a, the input voltage v oi is generated in MA TLAB by comparing a sawtooth wavefonn 

___ : _ ~~n~l: _ _ __ : _ __ 
I I I ~
vst 

o ---L-----r--~----+_~~--_4--~--------~~ t 
I+-T.--}-i 

(T.=+-)I I. I 

I I Ie ~ t 

(a) 

t Solution of the Circuit in Fig. ~-b using Trapezoidal Kethod of Integration. 
clc,clg,clear 
t Input Data 
Vd=6; L=Se-b; C=100e-b; rL=le-3; R=1.0; fs=100e3; Vcontrol=0.75; 
Ts=l/fs; tmax=SO*Ts; deltat=Ts/SO; 
t 
time= b:deltat:tmax; 
vst= time/Ts - fix(time/Ts); 
voi= Vd * (Vcontrol > vst); 
t 
A=[-rL/L -l/L; l/C -l/(C*R)]; 
b=[1/L 0] ,; 
KR=inv(eye(2) - deltat/2 * A); 
K=KN * (eye(2)+ deltat/2 * A); 
R=KN * deltat/2 * b; 
t 
iL(l)=~.O; vC(l)=S.S; 
timelength=length(time); 
t 
for k 2:timelength 
x = K * [iL(k-l) vC(k-l)]1 +.N * (voi(k) + voi(k-l»; 
iL(k) x(l); vC(k) = x(2); 
end 
t 
plot(time,iL,time,vC) 
meta Example 

(b) 

Figure 4-11 MATLAB simulation of circuit in Fig. 4-6. 
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Figure 4-12 MATLAB simulation results. 

V'I at the switching frequency Is with a dc control voltage vcontrol' When the control voltage 
is greater than VS[O voi = Vd ; otherwise it is zero. The MATLAB listing is shown in Fig. 
4-llb. The output waveforms are shown in Fig. 4-12. These waveforms differ slightly 
from the PSpice simulation results shown in Fig. 4-10. due to the on-state voltage drop 
across the diode in PSpice. 

SUMMARY 

Modeling and computer simulations play an important role in the analysis, design, and 
education of power electronic systems. Because of the challenges involved in such sim­
ulations, it is important to simplify the system being simulated to be consistent with the 
simulation objectives. Over the years, several simulation packages have been developed. 
It is necessary to carefully evaluate the advantages and shortcomings of each package 
prior to selecting one for a given set of objectives. 

PROBLEMS 

4-1 Generate a triangular wavefonn with a peak of ±l Vat 100 kHz using MATLAB. 

4-2 Using the PSpice listing in Fig. 4-9b, obtain the switch current and the diode voltage wavefonns. 

4-3 Using the MATLAB listing in Fig. 4-11b, obtain the inductor current and the capacitor voltage 
wavefonns similar to those in Fig. 4-12. 
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4-4 In the PSpice simulation of Fig. 4-9, evaluate the effects of the following changes on the simulation 
results: 

(a) Remove the R-C snubber across the diode. 

(b) In the pulse waveform ot" the control voltage VCNTL, make the rise and fall times zero. 

(c) Remove the R-C snubber across the diode simultaneously with the following changes: i) make 
the diode model to be as follows: 
.MODEL POWEILDIODE D(IS=3e-15, RS=O.l, CJO=lOPF) 
and, ii) add the following options statement: 
.OPTIONS ABSTOL=lN, VNTOL=lM, RELTOL=0.015 

(d) In part c, make the rise and fall times of the control voltage VCNTL zero. 

4-5 To bring the results of the PSpice simulation of Fig. 4-9 closer to the MA TLAB simulation of Fig. 
4-11, insert an ideal dc voltage source of 0.7 V in series with the diode in Fig. 4-9a to compensate 
for the on-state voltage drop of the diode. Compare the simulation results with those from MAT­
LAB in Fig. 4-12. 

4-6 In the PSpice simulation of Fig. 4-9a, idealize the switch-diode combination, which allows 
replacing it by a pulse input voltage waveform (between 0 and 8 V) as the input Voj. Compare the 
PSpice simulation results with the MATLAB simulation results of Fig. 4-12. 

4-7 Repeat the MATLAB simulation of Fig. 4-11 by using the built-in integration routine ODE45 in 
MATLAB. 

4-8 In the PSpice simulation of Fig. 4-8, change RLoad to be 10 0 which causes the inductor current iL 
to become discontinuous (i.e., it becomes zero for a finite interval during each switching cycle). 
Obtain iL and v c waveforms. 

4-9 Repeat problem 4-8 (with RLoad = 10 0) using MATLAB, recognizing that iL becomes discontin­
uous at this low output power level. 

4-10 Since the output capacitor C is usually large in circuits similar to that in Fig. 4-8a, the capacitor 
voltage changes slowly. Therefore, rewrite differential equations in terms of iL and Vc by making the 
following assumptions: i) calculate iL (t) based on v c(t - ~t) and, ii) use the calculated value of iL(t) 
in the previous step to calculate v c(t). Simulate using MA TLAB and compare results with those in 
Fig. 4-12. 

4-11 In the circuit of Fig. 4-8a, ignore the input voltage source and the transistor switch. Let iL(o) :: 
4 A, and vc(o) = 5.5 V. Assuming the diode to be ideal, simulate this circuit in MATLAB using 
the trapezoidal rule of integration. Plot the inductor voltage vL . 
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CHAPTER 5 

LINE-FREQUENCY DIODE 
RECTIFIERS: 
LINE-FREQUENCY ae ~ 
UNCONTROLLED de 

5-1 INTRODUCTION 

In most power electronic applications, the power input is in the form of a 50- or 6O-Hz 
sine wave ac voltage,provided by the electric utility, that is first converted to a dc voltage. 
Increasingly, the trend is to use the inexpensive rectifiers with diodes to convert- the input 
ac into dc in an uncontrolled manner, using rectifiers with diodes, as illustrated by the 
block diagram of Fig. 5-1. In such diode rectifiers, the power flow can only be from the 
utility ac side to the dc side. A majority of the power electronics applications such as 
switching dc power supplies, ac motor drives, dc servo drives, and so on, use such 
uncontrolled rectifiers. The role of a diode rectifier in an ac motor drive was discussed by 
means of Fig. 1-8 in Chapter 1. In most of these applications, the rectifiers are supplied 
directly from the utility source without a 6O-Hz transformer. The avoidance of this costly 
and bulky 6O-Hz transformer is important in most modem power electronic systems. 

The dc output voltage of a rectifier should be as ripple free as possible. Therefore, a 
large capacitor is connected as a filter on the dc side. As will be shown in this chapter, 
this capacitor gets charged to a value close to the peak of the ac input voltage. As a 
consequence, the current through the recitifier is very large near the peak of the 6O-Hz ac 
input voltage and it does not flow continuously; that is, it becomes zero for finite durations 
during each half-cycle of the line frequency. These rectifiers draw highly distorted current 
from the utility. Now and even more so in the future, harmonic standards and guidelines 
will limit the amount of current distortion allowed into the utility, and the simple diode 
rectifiers may not be allowed. Circuits to achieve a nearly sinusoidal current rectification 
at a unity power factor for many applications are discussed in Chapter 18. 

+ 

Figure 5-1 Block diagram of a rectifier. 

79 
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Rectifiers with single-phase and three-phase inputs are discussed in this chapter. As 
discussed in Chapter 2, the diodes are assumed to be ideal in the analysis of rectifiers. In 
a similar manner, the electromagnetic interference (EMI) filter at the ac input to the 
rectifiers is ignored, since it does not influence the basic operation of the rectifier. Elec­
tromagnetic interference and EMI filters are discussed in Chapter 18. 

5-2 BASIC RECTIFIER CONCEPTS 

Rectification of ac voltages and currents is accomplished by means of diodes. Several 
simple circuits are considered to illustrate the basic concepts. 

5-2-1 PURE RESISTIVE LOAD 

Consider the circuit of Fig. 5-2a, with a sinusoidal voltage source Vs. The waveforms in 
Fig. 5-2b show that both the load voltage Vd and the current i have an average (dc) 
component. Because of the large ripple in Vd and i, this circuit is of little practical 
significance. 

5-2-2 INDUCTIVE LOAD 

Let us consider the load to be inductive, with an inductor in series with a resistor, as 
shown in Fig. 5-3a. Prior to t = 0, the voltage Vs is negative and the current in the circuit 
is zero. Subsequent to t = 0, the diode becomes forward biased and a current begins to 
flow. Then, the diode can be replaced by a short, as shown in the equivalent circuit of Fig. 
5-3e. The current in this circuit is governed by the following differential equation: 

di 
v = Ri + L-

s dt (5-1) 

where the voltage across the inductor VL = L dildt. The resulting voltages and current are 
shown in Figs. 5-3b and c. Until tlo Vs > VR (hence VL = Vs - VR is positive), the current 

Vdiode i 
+ --

+ 

(a) 

o~~----------------~~------------------~~----~ 

(b) 

Figure 5-2 Basic rectifier with a load resistance. 
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Figure 5-3 Basic rectifier with an inductive load. 

builds up, and the inductor stored energy increases. Beyond I" VL becomes negative, and 
the current begins to decrease. After 12 , the input voltage Vs becomes negative but the 
current is still positive and the diode must conduct because of the inductor stored energy. 

The instant 13 , when the current goes to zero and the diode stops conducting, can be 
obtained as follows (also discussed in Section 3-2-5-1): The inductor equation vL = L dildl 
can be rearranged as 

1 
L VL dl = di (5-2) 

Integrating both sides of the above equation between zero and 13 and recognizing that i(O) 
and i(13) are both zero give 

(5-3) 
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From the above equation, we can observe that 

1:3 

VL dl = 0 (5-4) 

A graphical interpretation of the above equation is as follows: Equation 5-4 can be writ­
ten as 

which in tenns of the volt-second areas A and B of Fig. 5-3c is 

Area A - Area B = 0 

Therefore, the current goes to zero at 13 when area A = B in Fig. 5-3c. 

(5-5) 

(5-6) 

Beyond 13 , the voltages across both R and L are zero and a reverse polarity voltage 
(= -vs) appears across the diode, as shown in Fig. 5-3d. These wavefonns repeat with 
the time period T = 11f. 

The load voltage Vd becomes negative during the interval from 12 to 13' Therefore, in 
comparison to the case of purely resistive load of Fig. 5-2a, the average load voltage is 
less. 

5-2-3 LOAD WITH AN INTERNAL de VOLTAGE 

Next, we will consider the circuit of Fig. 5-4a where the load consists of an inductor L 
and a dc voltage Ed' The diode begins to conduct at 11 when Vs exceeds Ed' The current 
reaches its peak at 12 (when Vs is again equal to Ed) and decays to zero at 13' with 13 

detennined by the requirement that the volt-second area A be equal to area B in the plot 
of VL shown in Fig. 5-4c. The voltage across the diode is shown in Fig. 5-4d. 

5-3 SINGLE-PHASE DIODE BRIDGE RECTIFIERS 

A commonly used single-phase diode bridge rectifier is shown in Fig. 5-5. A large filter 
capacitor is connected on the dc side. The utility supply is modeled as a sinusoidal voltage 
source Vs in series with its internal impedance, which in practice is primarily inductive. 
Therefore, it is represented by Ls. To improve the line-current wavefonn, an inductor may 
be added in series on the ac side, which in effect will increase the value of Ls- The 
objective of this chapter is to thoroughly analyze the operation of this circuit. Although 
the circuit appears simple, the procedure to obtain the associated voltage and current 
wavefonns in a closed fonn is quite tedious. Therefore, we will simulate this circuit using 
PSpice and MATLAB. However, we will next analyze many simpler and hypothetical 
circuits in order to gain insight into the operation of the circuit in Fig. 5-5. 

5-3-1 IDEALIZED CIRCUIT WITH Ls = 0 

As a first approximation to the circuit of Fig. 5-5, we will assume Ls to be zero and replace 
the dc side of the rectifier by a resistance R or a constant dc current source ld' as shown 
in Figs. 5-6a and b, respectively. It should be noted in the circuit of Fig. 5-6a that 
although it is very unlikely that a pure resistive load will be supplied through a diode 
rectifier, this circuit models power-factor-corrected rectifiers discussed in Chapter 18. 
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Figure 5-4 Basic rectifier with an internal de voltage. 
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+ 

Figure 5-5 Single-phase diode bridge rectifier. 
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p 
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Dl D3 
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R 

i. 
+ id vd 

D2 D2 
N - N -

(a) (b) 

Figure 5-6 Idealized diode bridge rectifiers with L. = O. 

Similarly, the representation of the load by a constant dc current in the circuit of Fig. 5-6b 
is an approximation to a situation where a large inductor may be connected in series at the 
dc output of the rectifier for filtering in Fig. 5-5. This is commonly done in phase­
controlled thyristor converters, discussed in Chapter 6. 

The circuits in Fig. 5-6 are redrawn in Fig. 5-7, which shows that this circuit consists 
of two groups of diodes: the top group with diodes I and 3 and the bottom group with 
diodes 2 and 4. With Ls = 0, it is easy to see the operation of each group of diodes. The 
current id flows continuously through one diode of the top group and one diode of the 
bottom group. 

In the top group, the cathodes of the two diodes are at a common potential. Therefore, 
the diode with its anode at the highest potential will conduct id • That is, when Vs is 
positive, diode I will conduct id and Vs will appear as a reverse-bias voltage across diode 
3. When Vs goes negative, the current id shifts (commutates) instantaneously to diode 3 
since Ls = O. A reverse-bias voltage appears across diode I. 

In the bottom group, the anodes of the two diodes are at a common potential. 
Therefore, the diode with its cathode at the lowest potential will conduct id • That is, when 
v s is positive, diode 2 will carry id and v s will appear as a reverse-bias voltage across diode 
4. When Vs goes negative, the current id instantaneously commutates to diode 4 and a 
reverse-bias voltage appears across diode 2. 

The voltage and current waveforms in the circuits of Fig. 5-6 are shown in Figs. 5-8a 
and b. There are several items worth noting. In both circuits, when Vs is positive, diodes 

+ 

~ 
.... 
Dl P 

D3 + 
~ ... 

Vd 

..... 
i D4 - d -

D2 N 
Figure 5-7 Redrawn rectifiers of Fig. 5-6. 
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o----~~----------~~------------~~~---

o----~~-----L~--~~~----------~~~--_ 
t = 0 

(a) 

o----~------~------~--------------~-----

o----~--------------~--------------~-----

(b) 

Figure 5-8 Wavefonns in the rectifiers of (a) Fig. 5-6a and (b) Fig. 
5-6b. 

1 and 2 conduct and Vd = Vs and is = id• When Vs goes negative, diodes 3 and 4 conduct 
and, therefore, v d - Vs and is = - ido Therefore, at any time, the dc-side output voltage 
of the diode rectifier can be expressed as 

vJt) ;:; Ivsl (5-7) 

Similarly, the ac-side current can be expressed as 

(5-8) 
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and the transition between the two values is instantaneous due to the assumption of 
zero Ls . 

The average value Vdo (where the subscript 0 stands for the idealized case with 
Ls ::: 0) of the dc output voltage in both circuits can be obtained by assigning an arbitrary 
time origin I ::: 0 in Fig. 5-8 and then integrating Vs ::: V2Vssin wi over one-half time 
period (where w = 2-rrt and wTI2 = -rr): 

1 fT12 1 2 
Vdo = (TI2) Jo V2Vssin wt dt = wTI2 (V2Vscos wt)I~/2 ::: :;;: V2Vs (5-9) 

Therefore, 

2 
Vdo = - V2Vs = O.9Vs 

-rr 

where Vs is the rms value of the input voltage. 

(5-10) 

With id(t) = Id' Vs and is waveforms are shown in Fig. 5-9a along with the funda­
mental-frequency component isl ' Applying the basic definition of the rms value to the is 
waveform in this idealized case yields 

(5-11 ) 

By Fourier analysis of is, the fundamental and the harmonic components have the fol­
lowing rms values in this idealized case: 

2 
lsi = - Vud = O.91d 

-rr 

{
o for even values of h and 

Ish = Isllh for odd values of h 

(5-12) 

(5-13) 

The harmonic components in is are shown in Fig. 5-9b. The total harmonic distortion can 
be calculated by Eq. 3-36 to be 

THD ::: 48.43% (5-14) 

1.0 

Ish t 
1.1 

o--~~----------~------------*---~ rot 
1 
:3 

0.2 

0 
1 3 

(a) (b) 

Figure 5-9 Line current i. in the idealized case. 
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+ 

L. 

Figure 5-10 Single-phase rectifier with L •. 

By visual inspection of is wavefonn in Fig. 5-9a, it is apparent that isJ is in phase with 
the Vs wavefonn. Therefore from Fig. 5-9a, 

DPF = 1.0 (5-15) 

and 

lsi 
PF = DPF I = 0.9 

s 
(5-16) 

5-3-2 EFFECT OF Ls ON CURRENT COMMUTATION 

Next, we will look at the effect of a finite ac-side inductance Ls on the circuit operation. 
We will assume that the dc side can be represented by a constant dc current Id shown in 
Fig. 5-10. Due to a finite Ls ' the transition of the ac-side current is from a value of +Id 
to -Id (or vice versa) will not be instantaneous. The finite time interval required for such 
a transition is called the ~':'-IT~nt cOIl!Q1I!!litionti.!!le.. or the commutation interval u, and this 
process where the current conduction shifts from one diode (or a set of diodes) to the other 
is called the current commutation process. 

In order to understand this process fully, let us first consider a simple hypothetical 
circuit of Fig. 5-lla with two diodes supplied by a sinusoidal voltage source Vs = 
\l2Vs sin wt. The output is represented by a constant dc current source Id • For comparison 
purposes, Fig. 5-llb shows Vs. Yd. and is wavefonns with Ls = O. 

Prior to time wt = O. the voltage Vs is negative and the current Id is circulating through 
D2 with Vd = 0 and is = O. When Vs becomes positive at wt = 0, a forward-bias voltage 
appears across D J and it begins to conduct. With a finite Ls ' the buildup of is can be 
obtained from the circuit redrawn as in Fig. 5-12a (valid only for 0 < is < Id ). Since D2 
is conducting, it provides a short-circuit (with Vd = 0, assuming an ideal diode) path 
through which is can build up. The two mesh currents shown are Id and is. In tenns of 

O~----------~~~----~--~~~wt 

(a) (b) 

Figure 5-11 Basic circuit to illustrate current commutation. Waveforms assume L. = O. 
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iDl __ Dl 

(4) (II) 

Figure 5-12 (a) Circuit during the commutation. (b) Circuit after the current 
commutation is completed. 

these mesh currents, the diode current iD2 = Id - is. Therefore, as is builds up to a value 
Id during the commutation interval wI = U, iD2 is positive and D2 conducts in the circuit 
of Fig. 5-12a. The current is cannot exceed Id since it will result in a negative value of iD2 
that is not possible. As a consequence, the diode D2 stops conducting at wt = u, resulting 
in the circuit shown in Fig. 5-12h. The waveforms are plotted in Fig. 5-13 as a function 
of wt. 

It is clear from the above introduction that the current is through the inductor starts 
with a value of zero at the beginning of the commutation interval and ends up with a value 
of Id at the end. Therefore, to obtain the length of the commutation interval u, we should 
consider the inductor equation. During the commutation interval, the input ac voltage 
appears as a current commutation voltage across the inductor in Fig. 5-12a: 

~ ~. dis 
VL = v2V S10 wt = L --s s dt O<wl<u (5-17) 

The right side of the above equation can be written as wLsdis/d(wt). Therefore, 

v'zVssin wt d(wt) = wLs dis (5-18) 

/Qd 

V vd=O /( 
o--~o~~------------~r~,------~------~)~~--~. wt 

J J , / 
J J / 
J I ',Vs / 
I I" // 
J I' / I I ..... _-

Area_A~u I _ : 

~VL I ;1 
O--O~f----------i\J~--------~~---·wt 

f f 
I I 
f I 

) ~, 
o o u 

Figure 5-13 Waveforms in the basic circuit of Fig. 5-11. Note 
that a large value of L. is used to clearly show the commutation 
interval. 
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Integrating both sides of Eq. 5-18 and recognizing that is goes from zero to Id during the 
commutation interval from zero to u, we get 

Iu I~ o V2Vssin wt d(wt) = wLs 0 dis == wLsld (5-19) 

In Eq. 5-19, the left side is the integral of the inductor voltage VL during the com­
mutation interval. The above voltage integral is the same as the volt-radian area Au in Fig. 
5-13: 

A" == I" V2Vs sin wt d(wt) == V2VsO - cos u) 

Combining Eqs. 5-19 and 5-20 yields 

Au == V2VsO - cos u) = wLsld 

(5-20) 

(5-21) 

The important observation from Eq. 5-21 is that the integral of the commutation voltage 
over the commutation interval can always be calculated by the product of w, Ls ' and the 
change in the current through Ls during commutation. From Eq. 5-21, 

wLsld 
cosu==l---

V2Vs 
(5-22) 

Equation 5-22 confirms that if Ls = 0, cos U = 1 and the current commutation will 
be instantaneous with u = O. For a given frequency w, the commutation interval u 
increases with Ls and Id and decreases with increasing voltage Vs' 

The finite commutation interval reduces the average value of the output voltage. In 
Fig. 5-11h with Ls = 0, the average value Vdo of Vd is 

1 i'lf 2V2 
Vdo == 21T 0 V2Vssin wt d(wt) = 21T Vs = 0.45Vs (5-23) 

With a finite Ls and hence a nonzero u in Fig. 5-13, Vd = 0 during the interval u. 
Therefore, 

1 J'If Vd == 21T u V2Vssin wt d(wt) (5-24) 

which can be written as 

1 I1r 1 IU Vd == 21T V2Vssin wt d(wt) - 2 V2Vssin wt d(wt) 
o 1T 0 

(5-25) 

Substituting Eqs. 5-23 and 5-19 into Eq. 5-25 yields 

(5-26) 

where the reduction in the average output voltage by aVd from Vdo is 

area Au wLs 
aVd = ~ == 21T Id (5-27) 

We will now extend this analysis to the circuit of Fig. 5-lO, redrawn in Fig. 5-14a. 
The waveforms are shown in Fig. 5-14h. Once again, we need to consider the current 
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Figure 5-14 (a) Single-phase diode rectifier with L •. (b) Wavefonns. 

commutation process. Prior to wI = 0 in Fig. 5-14, diodes 3 and 4 are conducting Id (as 
in the circuit of Fig. 5-6b with Ls = 0) and is = -ld' The circuit of Fig. 5-14a is carefully 
redrawn in Fig. 5-15 to show the current commutation process during 0 < wI < u. 
Subsequent to I = 0, Vs becomes positive and diodes 1 and 2 become forward biased 
because of the short-circuit path provided by the conducting diodes 3 and 4. The three 
mesh currents are shown in Fig. 5-15, where the two commutation currents iu are equal, 
based on the assumption of identical diodes. All four diodes conduct during the commu­
tation interval, and therefore, Vd = O. In terms of these mesh currents, we can express 
diode currents and the line current is during the commutation interval as 

(5-28) 

and 

(5-29) 

where iu builds up from zero at the beginning to I d at the end of the commutation interval. 
Therefore, at wI = U, iDt = iD2 = Id and is = Id' During this commutation of current from 
diodes 3 and 4 to diodes 1 and 2, the current through- inductor Ls changes from -ld to Id' 
Following the analysis previously carried out on the hypothetical circuit of Fig. 5-11a, 
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A 

Figure 5-15 Redrawn circuit 
of Fig . .5-] 4a during current 
commutation. 

volt-radian area Au in the wavefonns of Fig. 5-14b and c can be written from Eqs. 5-19 
to 5-21 as 

Volt-radian area Au = 1u 
0Vs sin wt d(wt) = wLs f~d dis = 2wLsld (5-30) 

o ~ 

where the lower limit of integration now is is<O) = -Id • Therefore, 

Au = 0Vs(l - cos u) = 2wLsld 

and 

2wLs 
cos u = I - -- Id 

0 vs 

(5-31 ) 

(5-32) 

A similar commutation takes place one-half cycle later when is goes from Id to -Id. 
In this circuit, the average value of Vd in the idealized case (with Ls = 0) was 

calculated in Eq. 5-10 as Vdo = 0.9Vs. Therefore in the presence of Ls' the average value 
Vd can be calculated, following the procedure outlined previously by Eqs. 5-23 through 
5-26. Alternatively, we can calculate Vd by inspecting Fig. 5-14b, where compared to the 
idealized case, the area Au is "lost" every half-cycle from the integral of voltage Vd. 

Therefore, 

(5-33) 

5-3-3 CONSTANT dc-SIDE VOLTAGE Vd(t) = Pd 

Next, we will consider the circuit shown in Fig. 5-16a, where the assumption is that the 
dc-side voltage is constant. It is an approximation to the circuit of Fig. 5-5 with a large 
value of C. Another assumption here is that the circuit conditions are such that the current 
id is zero during the zero crossing of v .. , as shown by the wavefonns in Fig. 5-16c. Under 
these conditions, the equivalent circuit is drawn in Fig. 5-16b. Consider the wavefonns 
in Fig. 5-16c. When Vs exceeds Vd at 6b , diodes 1 and 2 begin to conduct. The current 
reaches its peak at 6p ' beyond which VL becomes negative. The current becomes zero at 
6, when the volt-second areas A and B become equal and negative of each other. The 
current remains zero until1T+6b • With a given value of Vd, the average value Id of the dc 
current can be calculated by the following procedure: 

1. The angle 6b can be calculated from the equation 

Vd = 0Vs sin 6b (5-34) 
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Figure 5-16 (a) Rectifier with a constant dc-side voltage. (b) Equivalent circuit. (c) 
Wavefonns. 

2. As shown in Fig. 5-16c, the inductor voltage starts at zero at 6b and becomes zero 
at 6p prior to becoming negative. From symmetry in Fig. 5-16c, 

6p = 'IT - 6b (5-35) 

3. When the current is flowing, the inductor vOltage VL is given by 

did ~ ~ . 
VL = Ls dt = v 2Vssm(wt) - Vd (5-36) 

and its integral with respect to wt can be written as 

wLs (a did = (a (V2Vs sin wt - Vd ) d(wt) 
Jab Jab 

(5-37) 
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where 9 > 9b• Recognizing that id at 9b is zero, Eq. 5-37 results in 

(5-38) 

4. The angle 9, at which id goes to zero can be obtained from Eq. 5-38 as 

i8, 

o = (V2Vs sin wt - Vd ) d(wt) 
8. 

(5-39) 

It corresponds to area A =: B in Fig. 5-16c. 

5. The average value Id of the dc current can be obtained by integrating id(9) from 
9b to 9, and then dividing by 'If: 

(5-40) 

It is intuitively obvious that for given circuit parameters, Id will depend on the value of 
Vd and vice versa. To present the relationship between the two in a general manner, we 
will normalize Vd by Vdo and Id by Ishon circuit. where 

Vs 
Ishon circuit = wLs (5-41) 

is the rms current that will flow if the ac voltage source Vs was short circuited through Ls' 
Following the above procedure results in the plot shown in Fig. 5-17, where the current 
reaches zero as Vd approaches the peak value of the ac input voltage. 

0.12 

Figure 5-17 Nonnalized Id versus I'd in the rectifier of Fig. 5-16a with a 
constant dc-side voltage. 
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5-3-3-1 Rectifier Characteristic 

The approximation of a constant dc voltage v J...t) = V d may be reasonable if the capaci­
tance in the practical circuit of Fig. 5-5 is large. That is, if the load were replaced by an 
equivalent resistance R10ad as in Fig. 5-20 later, the time constant CdR10ad is much larger 
than the line-frequency cycle time, resulting in a very small ripple in Vd' This approxi­
mation allows us to present the characteristics of the rectifier in a general fashion. In Figs. 
5-18 and 5-19, various quantities are plotted as a function of the dc current I d, normalized 
with respect to the short-circuit current I.hart circuit (given by Eq. 5-41) in order to combine 
the effects of L. and frequency w in the same plots. (See Problem 5-17 for justification that 

1.3 

1.2 

1.1 

1.0 

0.9 

O.S 

0.7 

0.6 

0.5 

_______ DPF 

--------------------------------

-~---------------

0.4~----~~----~------~------~-------L-------L~ 
o 0.02 0.04 

lshort circuit 

o.os 0.10 0.12 
, l 5 

Figure 5-18 Total hannornc distortion, DPF, and PF in the rectifier of Fig. 
5-16a with a constant dc-side voltage. 

1.50 ~----__,r_----__,------__r------__r------__r-----__, 3.0 

1.45 2.S 

1.40 2.6 
:;:~ 

'" ~ ci 1.35 
..!!. 
.} 

1.30 2.2 

1.25 2.0 

~------~----~~----~-----~------~~---~1.S 
0.04 O.OS 0.10 0.12 

lshort circuit 

Figure 5-19 Nonnalized Vd and the crest factor in the rectifier of Fig. 5-16a with 
a constant dc-side voltage. 
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allows such a generalization.) For a given value of Id , increasing Ls results in a smaller 
Ishort circuit and hence a larger Id/lshon circuit· Therefore, Figs. 5-18 and 5-19 show that 
increasing Ls results in improved is wavefonn with a lower THD, a better power factor, 
and a lower (improved) crest factor. 

5-3-4 PRACTICAL DIODE BRIDGE RECTIFIERS 

Having considered the simplified circuits in the previous sections, we are now ready to 
consider the practical circuit of Fig. 5-5, which is redrawn in Fig. 5-20. The load is 
represented by an equivalent resistance R1oad ' In this circuit, there will be some ripple in 
the capacitor voltage, and therefore, it must be analyzed differently than the circuit of Fig. 
5-16a. A circuit such as shown in Fig. 5-20 can be easily analyzed by a circuit simulation 
program such as PSpice. However, for educational purposes we will first analytically 
calculate the circuit wavefonns. 

5-3-4-1 Analytical Calculations under a Highly Discontinuous Current 

The circuit operating conditions are assumed to result in a highly discontinuous id , similar 
to the wavefonn in Fig. 5-16c, where id goes to zero prior to the zero crossing of Vs every 
half-cycle. Then the equivalent circuit of Fig. 5-21 can be used to calculate the voltages 
and currents in Fig. 5-20. If the above condition is not met, the current commutation 
discussed in the earlier sections must be included, which makes analytical calculations 
difficult. 

In order to describe the system in Fig. 5-21, the state variables chosen are the inductor 
current id and the capacitor voltage v d' During each half-cycle of line frequency, there are 
two distinct intervals, similar to those shown earlier in Fig. 5-16c (where tb = Sblwand 
ft = St'w): 

+ 

b 
Figure 5-20 Practical diode-bridge rectifier with a filter 
capacitor. 

Figure 5-21 Equivalent 
circuit of Fig. 5-20. 
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(a) tb < t < tr. When the current is flowing during tb < t < t" where tb is the 
beginning of conduction and tr is the final conduction time, the following equations 
describe the circuit every half-cycle of line frequency: 

did Ivsl == Rsid + Ls dt + Vd (using KVL) (5-42) 

and 

. dVd Vd 
Id == Cd - + -- (using KCL) 

dt R'oad 
(5-43) 

where KVL and KCL are the Kirchhoff voltage and current laws. Rearranging the above 
equations in the state variable form during tb < t < tr yields 

(5-44) 

This circuit is very similar to that in Fig. 4-6 in the simulation chapter. The state variable 
vector x consists of id and v d. The state transition matrix is 

and 

Using Eqs. 4-11 through 4-13 for the trapezoidal rule of integration yields 

x(t) == Mx(t - ~t) + N[Jvit)1 - Ivit - ~t)IJ 

where 

M == (I - ~t Ar'.(1 + ~t A] 

[ 
~t ]-1 ~t 

N== 1- 2 A 2b 

(5-45) 

(5-46) 

(5-47) 

(5-48) 

(b) tr < t < tb + ~T. During the interval t, < t < tb + ~T, when the diode bridge is 
not conducting, 

(5-49) 

and 

dVd 1 -== ---Vd 
dt CdR10ad 

(5-50) 

The solution to Eq. 5-50 can be expressed as 

Vd(t) == vd(t,)e-(t-t/)I(CdR.,..) (5-51) 
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In the solution of Eqs. 5-47 and 5-51, we need the time instant tb at which the current 
conduction starts. Since it is not known prior to the solution, we will use an estimated 
value. An exact value of tb will result in the beginning of current conduction exactly 
one-half cycle later. Therefore, we will use this condition to check for the accuracy of our 
choice of tb and slowly increment tb from its initially chosen value until we reach the exact 
value within a small tolerance . 

• Example 5-1 Simulate the full-bridge rectifier of Fig. 5-20 using MATLAB with 
the following parameters: Vs = 120 V at 60 Hz, Ls = 1 mH, Rs = 1 mO, Cd = 1000 IJ.F, 
and R10ad = 20 O. Assume the diodes to be ideal and choose a time step at = 25 IJ.S. 

Solution The MA TLAB program listing is included in the Appendix at the end of 
this chapter, and the results with the correct initial value of vd(tb) are shown in Fig. 5-22 . 

200r_,-._--_r--~----~--._--_r--~----r_--,_--~ 

150 
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... __" I .. -...... Vd I 
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I filii" "" " I -----_ I j('------ .... 1 --" 

" /1 I' // 1 
1 ' / 1 , " /, 
1 , Iv.1 / , 

! \/ "v/ ! 
, ,I , 
1 ,I 1 
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tf t (ms) 

I~.------------- T _________ -+/_1 -
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Figure 5-22 Wavefonns in the circuit of Fig. 5-20, obtained in 
Example 5-1. 

5-3-4-2 Circuit Simulation for General Operating Conditions 

• 

The discussion in the previous section is limited to a highly discontinuous current where 
the current commutation does not have to be considered. In general, the above condition 
mayor may not hold, and the equations and their analytical solution become fairly 
complicated even for a simple circuit. Therefore, in general, it is preferable to use a 
circuit-oriented simulator as illustrated by Example 5-2 . 

• Example 5-2 Simulate the circuit of Fig. 5-20 using PSpice with the same 
parameter values as in Example 5-1. Perform a Fourier analysis on the input current and 
the output dc voltage. 

Solution The PSpice network with node numbers and the input data file are included 
in the Appendix at the end of this chapter. The results are plotted in Fig. 5-23, where isl 

(the fundamental-frequency component of the input current is) has an rms value of 10.86 
A that lags Vs by an angle <1>1 = 10°. The harmonic components in the line current are 
listed in the PSpice output file included in the Appendix. Also from the output listing, the 
average values are Vd = 158.45 V and Id = 7.93 A. • 
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Figure 5-23 Wavefonns in the circuit of Fig. 5-20, obtained in Example 5-2. 

5-3-4-3 Line-Current Distortion 

Figure 5-23 of Example 5-2 shows that the line current is at the input to the diode bridge 
rectifier deviates significantly from a sinusoidal waveform. This distorted current can also 
lead to distortion in the line voltage. We can quantify this distortion based on the theory 
discussed in Chapter 3. The fundamental and the third harmonics of is are shown in 
Fig. 5-24, along with the distortion component. 

• Example 5-3 In the rectifiers of Examples 5-1 and 5-2, calculate THO; and the 
crest factor in the input current, the DPF, the PF, the average output voltage Vd• and 

1)Ishort circuit· 

Solution Based on the Fourier analysis using PSpice in Example 5-2, THO; = 
88.8%. From the same analysis,lsl = 10.86 A. Using Eq. 3-36, the rms value Is = 14.52 
A. In Fig. 5-24,ls.peak = 34.7 A. Therefore, from the definition in Chapter 3 (Eq. 3-37), 
the crest factor is 2.39. Since <1>1 = -10° by the Fourier analysis, OPF = 0.985 (lagging). 

Figure 5-24 Distorted line current in the rectifier of Fig. 5-20. 
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The power factor is 0.736. In this example. Id = 7.93 A. From Eq. 5-41. I short circuit = 
318.3 A. Therefore, Idllshort circuit = 0.025. The average output voltage Vd = 158.45 V 
(VdIV do = 1.467). • 

• Example 5-4 In Example 5-3, Idllshon circuit was calculated to be 0.025. For the 
same value of Id/lshon circuit. use the results in Figs. 5-18 and 5-19 (obtained by assuming 
Cpu_co) to calculate THD;. DPF, PF, the crest factor, and Vd (nomalized). Compare the 
results with those in Example 5-3. 

Solution Using Figs. 5-18 and 5-19, the following values are obtained: THD; = 
79%, the crest factor is 2.25, DPF = 0.935, PF = 0.735, and VdlVdO = 1.384. Before 
comparing with the results in Example 5-3. we should note that the power in these two 
cases is not the same, since a finite value of the filter capacitance in Example 5-3 re­
sults in a higher value of Vd and hence a higher power. In spite of this difference, the 
results are close, and the plots in Figs. 5-18 and 5-19 can be used for approximate 
calculations. • 

5-3-4-4 Line-Voltage Distortion 

Distorted currents drawn by loads such as the diode bridge rectifiers can result in distor­
tion in the utility voltage waveform. For example, consider the circuit of Fig. 5-20 which 
is redrawn in Fig. 5-25. Here LsI represents the internal impedance of the utility source 
and Ls2 may be intentionally added as a part of the power electronics equipment. A 
resistance Rs is included that also can be used to represent the diode resistances. 

The voltage across other equipment at the point of common coupling (PeC) is 

(5-52) 

where Vs is assumed to be sinusoidal. 
Expressing is in Eq. 5-52 in terms of its fundamental and harmonic components yields 

( 
disl) ~ dish 

vpcc = Vs - LsI dt - LsI L.J dt 
h'-I 

(5-53) 

where 

(5-54) 

+ 

Figure 5-25 Line-voltage notching and distortion. 
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and the voltage distortion component due to the current hannonics is 

(5-55) 

• Example 5-5 Using the parameters in Example 5-1 and splitting Ls' for example, 
such that Lsi = Ls2 = 0.5 mH, obtain the voltage waveform at the point of common 
coupling in the circuit of Fig. 5-25. 

Solution Using PSpice, the voltage and the current waveforms are shown in Fig. 
5-26. The total hannonic distortion THDv in the voltage at the point of common coupling 
is computed to be approximately 5.7%. 

O---+----L---~--~--__ ~--~--~----~---L~rut 

Figure 5-26 Voltage wavefonn at the point of common coupling in the 
circuit of Fig. 5-25. 

5-4 VOLTAGE DOUBLER (SINGLE-PHASE) RECTIFIERS 

In many applications, the input line-voltage magnitude may be insufficient to meet the dc 
output voltage requirement. More importantly, the equipment may be required to operate 
with a line voltage of 115 V as well as 230 V. Therefore, a voltage-doubler rectifier, as 
shown in Fig. 5-27, may be used to avoid a voltage stepup transformer. 

When the switch in Fig. 5-27 is in the 230-V position with a line voltage of 230 V, 
the circuit is similar to the full-bridge rectifier circuit discussed earlier. With the switch 
in the 115-V position and the line voltage of 115 V, each capacitor gets charged to 
approximately the peak of the ac input voltage, and therefore, Vd (which is the sum of 

+ 
230-V C1 position 

• 
ud 

C2 

Figure 5-27 Voltage-doubler rectifier. 
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voltages across C1 and C2) is approximately the same as in the 230-V operation. The 
capacitor C1 is charged through the diode DI during the positive half-cycle of the input ac 
voltage, and C2 is charged through D2 during the negative half-cycle. Therefore, in this 
mode the circuit operates as a voltage-doubler rectifier. 

5-5 EFFECT OF SINGLE-PHASE RECTIFIERS ON NEUTRAL 
CURRENTS IN THREE-PHASE, FOUR-WIRE SYSTEMS 

Often, large commercial and office buildings are supplied by a three-phase utility source. 
However, internally the voltage distribution and the load are primarily single phase, 
between one of the three line voltages and the neutral, as shown in a simplified manner 
in Fig. 5-28. An attempt is made to load all three phases equally. In case of linear loads, 
if all three phases are identically loaded, then the neural current in will be zero. In the 
following section, we will discuss the impact of nonlinear loads on the neutral current. 

We will discuss the impact of single-phase diode rectifiers on in by first assuming that 
these are identical in each phase. Considering phase a, we can write ia in tenos of its 
fundamental and odd harmonics (even harmonics are zero) whose nos values lsI and Ish 
are the same in all three phases: 

ex> 

ia = ial + L iah 

h=2k+1 

ex> 

= Vus1sin(wlt - <1>1) + L VushSin(Wht - <l>h) 
h=2k+1 

(5-56) 

where k = I, 2, 3, .... 
Assuming a balanced three-phase utility supply and identical loads, the currents in 

phases b and c are shifted by 120° and 240°, respectively, at the fundamental line 
frequency. Therefore, 

and 

ex> 

ib = VuSI sin(wlt - <1>1 - 120°) + L Vushsin(wht - <l>h - 1200h) (5-57) 
h=2k+1 

ex> 

ic = Vus1sin(wlt - <1>1 - 240°) + L Vushsin(wht - <l>h - 2400 h) (5-58) 

208 V 

b 

ill -
h=2k+1 

Figure 5-28 Three-phase, four-wire system. 
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These phase currents add up on the neutral wire, and therefore applying Kirchhoff's 
current law at node n 

(5-59) 

Using Eqs. 5-56 through 5-58 into Eq. 5-59, we note that all the nontriplen harmonics 
and the fundamental frequency components add up to zero. The triplen harmonics add up 
to three times their individual values. Therefore, 

00 

in = 3 L Vu.hsin(wht - <l>h) 
h=3(2k-l) 

In terms of the rms vaJues, 

( 

00 )112 
In = 3 L I;h 

h=3(2k-l) 

(5-60) 

(5-61) 

As seen from the results in Section 5-3-4-3, the third harmonic dominates all other 
harmonic components. Therefore, in Eq. 5-61, 

(5-62) 

which means that the rms value of the neural current is approximately three times the 
third-harmonic rms current in the line conductors. Since the third-harmonic line current 
can be a significant percentage of the fundamental-frequency current, the neutral-wire 
current can be quite large. This realization has led to changes in the electrical wiring 
codes, which now stipulate that the neutral conductor should be able to carry at least as 
much current as the line conductors. In fact, if the line currents are highly discontinuous, 
the neutral current can be as large as (see Problem 5-21) 

(5-63) 

• Example 5-6 Assume that each nonlinear load in Fig. 5-28 can be represented by 
the single-phase load of Example 5-1. Obtain the neutral-wire current waveform and its 
rms value for the same per-phase voltage and the ac-side impedance as in Example 5-1. 

Solution Using PSpice, the neutral-wire current is plotted in Fig. 5-29 and its rms 
value is calculated to be approximately 25 A. It is almost \13 as large as the line current 
of 14.52 A (rms). • 

O--~+---~~---r--~~--~~---+---.~-----wt 

Figure 5-29 Neutral-wire current l~. 
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i-6 THREE-PHASE, FULL-BRIDGE RECTIFIERS 

• 

In industrial applications where three-phase ac voltages are available, it is preferable to 
use three-phase rectifier circuits, compared to single-phase rectifiers, because of their 
lower ripple content in the waveforms and a higher power-handling capability. The 
three-phase, six-pulse, full-bridge diode rectifier shown in Fig. 5-30 is a commonly used 
circuit arrangement. A filter capacitor is connected at the dc side of the rectifier. 

Similar to the analysis of single-phase. full-bridge rectifiers, we will begin with 
simplified circuits prior to the discussion of the circuit in Fig. 5-30. 

5-6-1 IDEALIZED CIRCUIT WITH Ls = 0 

In the circuit of Fig. 5-31a, the ac-side inductance L" is assumed to be zero and the dc side 
is replaced by a constant dc current ld' We will see later that replacing the dc current ld 
by a load resistance Rload makes little difference in the circuit operation. 

+ 

Figure 5-30 Three-phase, full-bridge rectifier. 
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b Vd + Id n b n. I1d 

c 
D2 I1N1I 

c 
D6 + 

D4 D6 D2 
N -N - D4 Id 

(a) (b) 

Figure 5-31 Three-phase rectifier with a constant dc current. 
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The rectifier in Fig. 5-310 can be redrawn as in Fig. 5-3Ih. With L. = 0, the current 
ld flows through one diode from the top group and one from the bottom group. Similar to 
the discussion in the case of single-phase rectifiers, in the top group, the diode with its 
anode at the highest potential will conduct and the other two become reversed biased. In 
the bottom group, the diode with its cathode at the lowest potential will conduct and the 
other two become reverse biased. 

The voltage waveforms in the circuits of Fig. 5-31 are shown in Fig. 5-320, where 
VPn is the voltage at the point P with respect to the ac voltage neutral point n. Similarly, 
VNn is the voltage at the negative dc terminal N. Since ld flows continuously, at any time, 
VPn and VNn can be obtained in terms of one of the ac input voltages Van' Vbn' and Yen. 

Applying KVL in the circuit of Fig. 5-31 on an instantaneous basis, the dc-side volt­
age is 

(5-64) 

(b) 

o----~~~------------------------------------~------~wt 

ia 

1+-120°_ 

o t--- D 4 ------i t--- D 4 ------i 
OIt 

t--- Dl ------i 
1+-120°_ 

t--- Dl ------i 
1460° ... 

(c) I ... 
t--- D3 ------i L t--- D3------i 

I • wt t--- D2------i 

I t--- D5 ------i t--- D5-

Figure 5-32 Wavefonns in the circuit of Fig. 5-31. 
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The instantaneous waveform of v d consists of six segments per cycle of line fre­
quency. Hence, this rectifier is often termed a six-pulse rectifier. Each segment belongs 
to one of the six line-to-line voltage combinations, as shown in Fig. 5-32b. Each diode 
conducts for 120°. Considering the phase a current waveform in Fig. 5-32c, 

{ 

Id when diode 1 is conducting 
ia = - Id when diode 4 is conducting 

o when neither diode 1 or 4 is conducting 
(5-65) 

The commutation of current from one diode to the next is instantaneous, based on the 
assumption of Ls = O. The diodes are numbered in Fig. 5-31 in such a way that they 
conduct in the sequence 1, 2, 3, . . . ,. Next, we will compute the average value of the 
output dc voltage and rms values of the line currents, where the subscript 0 is added due 
to the assumption of Ls = O. 

To obtain the average value of the output dc voltage, it is sufficient to consider only 
one of the six segments and obtain its average over a 60° or 'IT/3-rad interval. Arbitrarily, 
the time origin t = 0 is chosen in Fig. 5-32a when the line-to-line voltage Vab is at its 
maximum. Therefore, 

I I -tIT < wt < 6Tl' (5-66) 

where V u is the rms value of line-to-line voltages. 
By integrating Vab' the volt-second area A is given by 

f
"'/6 

A = V2Vucos wt d(wt) = V2Vu 
-",/6 

(5-67) 

and therefore dividing A by the 'IT/3 interval yields 

I f"'/6 3 
Vdo = 'IT/3 V2Vucos wt d(wt) = :;;: V2Vu = 1.35Vu 

-",/6 

(5-68) 

One of the phase voltages and the corresponding phase current (labeled Vs and is) are 
redrawn in Fig. 5-33a. Using the definition of rms current in the phase current waveform 
of Fig. 5-33a, the rms value of the line current is in this idealized case is 

Is = -JPd = 0. 816Id (5-69) 

By means of Fourier analysis of is in this idealized case, the fundamental-frequency 
component isl shown in Fig. 5-33a has an rms value 

1 
lsi = - V6Id = 0.78Id 

'IT 
(5-70) 

The harmonic components Ish can be expressed in terms of the fundamental-frequency 
component as 

lsi 
Ish = h (5-71) 

where h = 5, 7, ] 1,13, .... The even and triplen harmonics are zero, as shown in Fig. 
5-33b. Since isl is in phase with its utility phase voltage, 

DPF = 1.0 (5-72) 
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Figure 5-33 Line current in a three-phase rectifier in the idealized case with L, = 0 and 
a constant dc current. 

and therefore, 

3 
PF ~ - = 0.955 

71' 
(5-73) 

The voltage waveforms will be identical if the load on the dc side is represented by 
a resistance R10ad instead of a current source [d' The phase currents will also flow during 
identical intervals, as in Fig. 5-32. The only difference will be that the current waveforms 
will not have a flat top, as in Fig. 5-32. 

5-6-2 EFFECf OF Ls ON CURRENT COMMUTATION 

Next, we will include Ls on the ac side and represent the dc side by a current source id = 
[d' as shown in Fig. 5-34. Now the current commutations will not be instantaneous. We 
will look at only one of the current commutations because all others are identical in a 
balanced circuit. Consider the commutation of current from diode 5 to diode 1, beginning 
at tor wt = 0 (the time origin is chosen arbitrarily). Prior to this, the current id is flowing 
through diodes 5 and 6. Figure 5-35a shows the subcircuit pertinent to this current 
commutation. 

+ 

n 

Figure 5-34 Three-phase rectifier 
with a finite L, and a constant dc 
current. 



5-6 THREE-PHASE, FULL-BRIDGE RECTIFIERS 107 
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Figure 5-35 Current commutation process. 

The current commutatiQU only involves phases-a and c, and the commutation voltage 
}!:s~nsi!,le is ~mm ... = vWI .. - vel!' The two mesh currents iu and ld are labeled in Fig. 
5-3Sa.-The commutation current iu ftows due to a short-circuit path provided by the 
conducting diode S. In terms of the mesh currents, the phase currents are 

and 

(5-74) 

These are plotted in Fig. S-35b, where iu builds up from zero to ld at the end of the 
commutation interval wtu = u. In the circuit of Fig. S-35a, 

(S-7S) 

and 

(S-76) 
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noting that ic = Id - ill and therefore dicfdt = d(ld - i,,)/dt = - di,,/dt. Applying KVL 
in the upper loop in the circuit of Fig. 5-35a and using the above equations yield 

dill 
Vcomm = Van - Vcn = VLa - VLc = Us dt 

Therefore from the above equation, 

dill Van - Vcn 
Ls dt = 2 

(5-77) 

(5-78) 

The commutation interval u can be obtained by multiplying both sides of Eq. 5-78 by 
w and integrating: 

lId. 1" Van - Vcn 
wLs 0 dl" = 0 2 d(wt) (5-79) 

where the time origin is assumed to be at the beginning of the current commutation. With 
this choice of time origin, we can express the line-to-line voltage (van - Vcn) as 

(5-80) 

Using Eq. 5-80 in Eq. 5-79 yields 

lId • _ _ v'2vu (l - cos u) 
wLs dl" - wLsld - 2 

o 
(5-81) 

or 

(5-82) 

If the current commutation was instantaneous due to zero Ls' then the voltage VPn will 
be equal to Van beginning with wt = 0, as in Fig. 5-32c. However, with a finite Ls' during 
o < wt < wt" in Fig. 5-35c 

dill Van + Vcn 
VPn = Van - Ls dt = 2 (using Eq. 5-78) (5-83) 

where the voltage across Ls[=Lidi,,/dt)] is the drop in the voltage VPn during the com­
mutation interval shown in Fig. 5-35c. The integral of this voltage drop is the area A", 
which according to Eq. 5-81 is 

(5-84) 

This area is "lost" every 600 (1T/3 rad) interval, as shown in Fig. 5-32c. Therefore, the 
average dc voltage output is reduced from its Vdo value, and the voltage drop due to 
commutation is 

wLsld 3 
aVd = 1T/3 =; wLsld (5-85) 

Therefore, the average dc voltage in the presence of a finite commutation interval is 

(5-86) 

where Vdo is the average voltage with an instantaneous commutation due to Ls = 0, given 
by Eq. 5-68. 
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5-6-3 A CONSTANT dc-SIDE VOLTAGE Vd(t) = Jld 

Next, we will consider the circuit shown in Fig. 5-300, where the assumption is that the 
dc-side voltage is a constant dc. It is an approximation to the circuit of Fig. 5-30 with a 
large value of C. In order to simplify our analysis, we will make an assumption that the 
current id on the dc side of the rectifier flows discontinuously, and therefore oniy tWo­
diodes-one from the top group and one from the bottom group-conduct at any given 
time. This assumption allows the equivalent circuit shown in Fig. 5-36b, where the input 
voltage is made up of the line-to-line voltage segments shown in Fig. 5-36c. The diode 
Dp corresponds to one of the diodes D1, D3, and Ds from the top group. Similarly, the 
diode DN corresponds to one of the diodes Dz, D4 , and D6• Similar to the analysis in 
Section 5-3-3 for a single-phase input, the resulting phase current wavefonn is shown in 
Fig. 5-36c. 

5-6-3-1 Distortion in the Line-Current Waveforms 

It is useful to know the power factor, total harmonic distortion, and the dc output voltage 
in the practical circuit of Fig. 5-30. However, to present these results in a generalized 
manner requires the assumption of a constant dc output voltage, as made in this section. 

p 

+ 

N 

N 

(a) (b) 

(c) 

Figure 5-36 (a) Three-phase rectifier with a finite L. and a constant dc voltage. (b) 
Equivalent circuit. (c) Wavefonns. 
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The dc-side current Id is nonnalized by the per-phase short-circuit current. This 
per-phase short-circuit current can be obtained in tenns of the line-to-line input ac volt­
ages: 
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Figure 5-37 Total hannonic distortion, DPF, and PF in the 
rectifier of Fig. 5-36 with a constant dc voltage. 
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Figure 5-38 Nonnalized lid and crest factor in the rectifier of Fig. 
5-36 with a constant dc voltage. 

(5-87) 

CF 
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Figures 5-37 and 5-38 show the plots ofPF, DPF, THD, crest factor (CF), and VdlVdo 

as a function of Id nonnalized by I.hort circuit. (See Problem 5-17 for justification that allows 
such a generalization.) 

5-6-4 PRACTICAL THREE-PHASE DIODE BRIDGE RECTIFIERS 

In three-phase rectifiers, even relatively small values of Ls result in a continuously flowing 
id , making the analysis by means of differential equations quite complicated. Therefore, 
the practical circuit shown in Fig. 5-30 is generally simulated using software such as 
PSpice . 

• Example 5-7 The three-phase diode rectifier circuit of Fig. 5-30 is supplying 
approximately 2.2 kW load with Va = 208 Y at 60 Hz, Ls = 1 mH, and Cd = 1100 ~F. 
The load can be represented by an equivalent resistance of 35.0 O. Obtain the circuit 
wavefonns by means of PSpice simulation. 

SoLution The PSpice network with node numbers and the input data file are included 
in Appendix at the end of this chapter. The voltage and current wavefonns are shown in 
Fig. 5-39. 

~------------------------------------------~rot 

(aJ 

owu~--------~~~------~~~------~~~--~rot 

Figure 5-39 Wavefonns in the rectifier of Fig. 5-30, obtained in 
Example 5-7. 

The average dc voltage is 278.0 Y, and it has a peak-to-peak ripple of 4.2 Y, which 
in percentage of average dc voltage is 1.5%. The input current has a THD of 54.9%, the 
DPF is 0.97 (leading), and the PF is 0.85. The average dc current is 7.94 A. • 

• Example 5-8 In Example 5-7, the dc side has a filter capacitor of II 00 ~F with 
an average value of278.0 Y and a small, superimposed ripple voltage. The results in Figs. 
5-37 and 5-38 are obtained by assuming a dc-side voltage of a constant dc value. The 
objective of this example is to illustrate the effect of assuming a constant dc voltage of 
278.0 Y (same average value as in Example 5-7). 

SoLution With Vd = 278.0 Y, VdlVdo = 0.9907. From Fig. 5-38, this corresponds 
to Idll.hort circuit = 0.025. This value in Fig. 5-37 approximately corresponds to THD = 
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50%, DPF = 0.98, and PF = 0.87. All these values are very close to those calculated in 
Example 5-7 with a dc-side filter capacitor of 1100 .... F. • 

5-7 COMPARISON OF SINGLE-PHASE AND THREE-PHASE 
RECTIFIERS 

Comparison of the line-current waveforms in Figs. 5-23 and 5-39a shows that the line 
current in a single-phase rectifier contains significantly more distortion compared to a 
three-phase rectifier. This results in a much poorer power factor in a single-phase rectifier 
compared to a three-phase rectifier. This is confirmed by comparing Figs. 5-18 and 5-19 
for single-phase rectifiers with the results for three-phase rectifiers in Figs. 5-37 and 5-38. 
The displacement power factor (cos 4>.) is high in both rectifiers. 

Comparison of the id waveforms in Figs. 5-22 and 5-39b shows that the ripple in the 
dc current is smaller in a three-phase rectifier in comparison to a single-phase rectifier. 
The ripple current, which flows through the filter capacitor, dictates the capacitance and 
the current-handling capability required of the filter capacitor. Therefore, in some appli­
cations, the filter capacitance required may be much smaller in a three-phase rectifier 
compared to a single-phase rectifier. 

In a three-phase rectifier, the maximum regulation in the dc voltage Vd from no-load 
to a full-load condition will generally be less than 5%, as seen from Fig. 5-38. This 
regulation is often much larger in single-phase rectifiers. 

Based on the foregoing discussion and the fact that the use of single-phase rectifiers 
in three-phase, four-wire systems introduces large currents in the neutral (even in a 
balanced system), it is always preferable to use a three-phase rectifier over a single-phase 
rectifier. 

5-8 INRUSH CURRENT AND OVERVOLTAGES AT TURN-ON 

In the previous sections, we have considered only the steady-state rectifier operation. 
However, considerable overvoltages and large inrush currents can result at turn-on if the 
ac voltage is suddenly applied to the circuit by means of a contactor. 

For the worst-case analysis, the filter capacitor is assumed to be initially completely 
discharged. Furthermore, it is assumed that at turn-on (wt = 0), the ac source input is at 
its peak value ('V2Vu in the three-phase circuit). Therefore, the theoretical maximum 
voltage across the capacitor due to this series L-C connection approaches 

Vd,max = 2V2Vs (single-phase) (5-88) 

Vd,max = 2V2Vu (three-phase) (5-89) 

Normally, the load across the filter capacitor is a voltage-sensitive electronic circuit 
such as a switch-mode inverter in an ac motor drive, and this large overvoltage can cause 
serious damage both to the dc capacitor and the electronic load. Moreover, large inrush 
currents at turn-on may destroy the diodes in the rectifier. It will also result in a momen~ 
tary voltage drop at the point of common coupling. 

To overcome these problems, one possible solution is to use a current-limiting re­
sistor on the dc side in series between the rectifier output and the filter capacitor. This 
resistor is shorted out, either by a mechanical contactor or by a thyristor after a few cycles 
subsequent to tum-on, in order to avoid power dissipation and a substantial loss of 
efficiency due to its presence. An alternative circuit is presented in reference 3. 
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5-9 CONCERNS AND REMEDIES FOR LINE-CURRENT 
HARMONICS AND LOW POWER FACTOR 

Typical ac current waveforms in single-phase and three-phase diode rectifier circuits are 
far from a sinusoid. The power factor is also very poor because of the harmonic contents 
in the line current. 

As power electronic systems proliferate, ac-to-dc rectifiers are playing an increas­
ingly important role. A large number of systems injecting harmonic currents into the 
utility grid can have significant impact on the quality of the ac voltage waveform (Le., it 
will become distorted), thus causing problems with other sensitive loads connected to the 
same supply. Moreover, these harmonic currents cause additional harmonic losses in the 
utility system and may excite electrical resonances, leading to large overvoltages. Another 
problem caused by harmonics in the line current is to overload the circuit wiring. For 
example, a 120-V, 1.7-kW unity power factor load will draw only a current of 14 A and 
therefore can easily be supplied by a 15-A service. However, a 1.7-kW rectifier load with 
a power factor of 0.6 will draw a current of 23.6 A, in excess of 15 A, thus tripping the 
circuit breaker. 

Standards for harmonics and the remedies for a poor line-current waveform and the 
input power factor are important concerns of power electronic systems. These are dis­
cussed in detail in Chapter 18. 

SUMMARY 

1. Line-frequency diode rectifiers are used to convert 50- or 6O-Hz ac input into a dc 
voltage in an uncontrolled manner. A large filter capacitor is connected across the 
rectifier output since in most power electronic applications, a low ripple in the output 
dc voltage Vd is desirable. 

2. Based on simplifying assumptions, analytical expressions are derived from the com­
monly used full-bridge rectifier topologies with single-phase and three-phase inputs. 

3. In practical circuits where analytical expressions will be unnecessarily complicated, 
the simulation methods are presented to obtain the rectifier voltage and current wave­
forms. 

4. Various rectifier characteristics such as the total harmonic distortion in the input 
current, the displacement power factor, and the power factor are presented in a gen­
eralized manner for both the one-phase and three-phase rectifiers. 

5. In diode rectifiers with small Ls or Ld (where Ld is the inductance between the rectifier 
dc output and the filter capacitor), the current id and is are highly discontinuous, and 
as a consequence, the rms value of the input current Is becomes large, and the power 
is drawn from the utility source at a very poor power factor. 

6. In case of a single-phase ac input, voltage-doubler rectifiers can be used to approxi­
mately double the output dc voltage magnitude, compared to a full-bridge rectifier. 
These are sometimes used in low-power equipment, which may be required to operate 
from dual voltages of 115 and 230 V. 

7. Effect of single-phase rectifiers on the neutral-wire current in three-phase four-wire 
systems is analyzed. 

8. Comparison of single-phase and three-phase diode rectifiers shows that the three-phase 
rectifiers are preferable in most respects. 

9. Both single-phase and three-phase diode rectifiers inject large amounts of harmonic 
currents into the utility system. As the power electronic systems proliferate, remedies 
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for the poor input current wavefonn would have to be implemented. These topics are 
discussed in Chapter 18. 

PROBLEMS 

BASIC CONCEYI'S 
5-1 In the basic circuit of Fig. 5-3a, Vs = 120 V at 60 Hz, L = JO mH, and R == 5 fi. Calculate and 

plot the current i along with Vs. 

5-2 In the basic circuit of Fig. 5-40, Vs == 120 Vat 60 Hz, L = 10 mH, and Vd = 150 V. Calculate 
and plot the current i along with v s. 

5-3 The voltage v across a load and the current i into the positive-polarity tenninal are as follows (where 
WI and 003 are not equal): 

v(t) = Vd + v2V1cos(Wlt) + v2V1sin(oolt) + v2V3cos(003t) V 

i(t) = Id + v2/1cos(oolt) + v213cos(003t - q,3) A 

Calculate the following: 

(a) The average power P supplied to the load 

(b) The rms value of v(t) and i(t) 

(c) The power factor at which the load is operating 

SINGLE-PHASE RECTIFIERS 
5-4 In the single-phase diode rectifier circuit shown in Fig. 5-6b with zero L. and a constant dc current 

Id = 10 A, calculate the average power supplied to the load: 

(a) If Vs is a sinusoidal voltage with Vs = 120 V at 60 Hz 

(b) If Vs has the pulse waveform shown in Fig. P5-4 

_---..... 200V 

O ____ ~ ____ ~--------~-..... --------_?----~--~rot 
60°-+-1200~60· 60·"" 

if= 60 Hz) 

.... --------' -(200 V) 

Figure P5-4 

5-5 Consider the basic commutation circuit of Fig. 5-11a with Id == 10 A. 

\~a) With Vs == 120 Vat 60 Hz and L. == 0, calculate Vd and the average power Pd. 

'-{b) With Vs = 120 Vat 60 Hz and L. = 5 mH, calculate u, Vd, and Pd. 

Jc) Here Vs has a 6O-Hz square waveform with an amplitude of 200 V, and L. = 5mB. Plot the 
is waveform and calculate u. Vd , and Pd. 

(d) Repeat part (c) if Vs has the pulse waveform shown in Fig. P5-4. 

5-6 In the simplified single-phase rectifier circuit shown in Fig. 5-6b with Ls = 0 and a constant dc 
current Id' obtain the average and the rms values of the current through each diode as a ratio of Id • 

5-7 In the single-phase rectifier circuit of Fig. 5-20, assume the ac-side impedance to be negligible. 
Instead, an inductance Ld is placed between the rectifier output and the filter capacitor. Derive the 
minimum value of Ld in terms of Vs' 00, and Id that will result in a continuous id assuming that the 
ripple in v d is negligible. 
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5-S In the single-phase rectifier circuit shown in Fig. 5-140, Vs = 120 V at 60 Hz, Ls = I mH, and 
Id 10 A. Calculate u, Vd, and Pd' What is the percentage voltage drop in Vd due to Ls? 

5-9 Repeat Problem 5-S. 

(a) If Vs has a 6O-Hz square waveform with an amplitude of 200 V 

(b) If Vs has the pulse waveform shown in Fig. P5-4 

5-10 In the single-phase rectifier circuit of Fig. 5-100, Ls = I mH and Vd = 160 V. The input voltage 
Vs has the pulse waveform shown in Fig. P5-4. Plot is and id waveforms. (Hint: is and id flow 
discontinuously. ) 

5-11 In the single-phase rectifier of Fig. 5-100, Vs = 120 V at 60 Hz, Ls = I mH, and Vd = 150 V. 
Calculate the waveform for id shown in Fig. 5-16c and indicate the values of 0b' Of' and Id.pealc Also 
calculate the average value I d • 

5-12 Using the MA TLAB program listing in the Appendix at the end of this chapter, calculate V d and P d 

in Example 5-1. Compare the results with the plot in Fig. 5-22. 

5-13 The single-phase rectifier circuit of Example 5-2 with Rs = 0.4 n is supplying a load of I kW. 
Modify the basic PSpice input listed in Appendix at the end of this chapter for Example 5-2 to obtain 
the plot of the Vd waveform, its average value Vd, and its peak-to-peak ripple if the load is 
represented as: 

(a) Absorbing a constant instantaneous power Pd(t) = I kW. (Hint: Represent the load by a 
voltage-dependent current source, for example, using the statement ODC 5 6 
VALUE={1000.0tV(5,6)}.) 

(b) A constant equivalent resistance that absorbs I kW based on Vd in part (a) 

(c) A dc current source Id that absorbs I kW based on Vd in part (a) 

Compare the peak-to-peak ripple in the dc output voltage for these three types of load representa­
tions. 

/5-14 In the single-phase rectifier circuit of Fig. 5-6b with id Id , obtain the 'THO, OPF, PF, and CF. 

5-15 Using the MATLAB program in Problem 5-12, calculate the THO, OPF, PF, and CF. 

5-16 In the single-phase rectifier circuit of Fig. 5-20, V. 120 V at 60 Hz, Ls = 2 mH, Rs = 0.4 n, 
and the instantaneous load power Pd(t) = I kW. Using PSpice, evaluate the effect of the dc-side 
filter capacitance by plotting the 'THO, OPF, PF, and LlV d(pealc-pealc) for the following values of 
Cd: 200, 500, 1000, and 1500 ~F. 

5-\7 The generalized results for the THO, OPF, and PF are presented in Figs. 5-IS and 5-19 for 
single-phase rectifiers and in Figs. 5-37 and 5-38 for three-phase rectifiers. Show that assuming the 
dc side of the rectifier to be represented by a purely dc voltage source allows us to present the results 
in a generalized manner as a function of Idfl.hon circuit. 

5-IS Calculate the voltage distortion at the point of common coupling in the circuit of Fig. 5-25. Here 
V. = 120 V at 60 Hz, Lsi = Ls2 = I mH, and the dc side of the rectifier is represented by a dc 
current source of lOA. 

SINGLE·PHASE VOLTAGE·DOUBLER AND MIDPOINT RECTIFIERS 
5-19 Consider the voltage-doubler circuit of Fig. 5-27, where V. = 120 V at 60 Hz, Ls I mH, C I 

C2 = 1000 ~F, and the load is represented by a dc current source of \0 A. Use PSpice. 

(a) Obtain veP Ve2' and Vd waveforms. 

(b) Obtain LlVd(pealc_pealc) as a ratio of Yd' 

(c) Compare with the result in part (b) if a single-phase, full-bridge rectifier is used with 
V. = 240 V, L. = I mH, Cd = 500~, and a load of 10 A. 

5-20 A midpoint rectifier is shown in Fig. P5-20, where we assume the transformer to be ideal and the 
dc-side load to be represented by a current source. Calculate the volt-ampere rating of the trans­
former as a ratio of the average power supplied to the load. 
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Figure P5-20 Midpoint rectifier. 

THREE-PHASE, FOUR-WIRE SYSTEMS, NEUfRAL CURRENT 
5-21 In the three-phase. four-wire system of Fig. 5-28, all single-phase rectifier loads are identical and 

the conditions are such that each line current flows for less than 60° during each half-cycle of the 
line-to-neutral voltage. Show that in terms of their rms values In = V3/une. 

5-22 Write a PSpice input circuit file and execute it to obtain the results of Example 5-6. 

THREE-PHASE RECTIFIERS 
5-23 In the simplified three-phase rectifier circuit of Fig. 5-310, obtain the average and the rmS values 

of current through each diode as a ratio of the dc-side current I d • 

5-24 For simplification in the three-phase rectifier circuit of Fig. 5-350. assume the commutation voltages 
to be increasing linearly rather than sinusoidally. 

(a) Obtain the expression for u, following a derivation similar to that of Eq. 5-82. 

(b) For V LL = 208 V at 60 Hz, Ls = 2 mHo and Id = IO A, compare the results from the expression 
in part (a) and Eq. 5-82. 

5-25 Using PSpice in Example 5-7, evaluate the effect of the filter capacitance on .:\Vd(peak-peak)' THO, 
OPF, and PF for the following values of Cd: 220. 550, 1100, 1500, and 2200 ~F. 

5-26 In the three-phase rectifier circuit of Fig. 5-30, assume the ac-side inductance Ls to be negligible. 
Instead, an inductance Ld is placed between the rectifier output and the filter capacitor. Derive the 
minimum value of Ld in terms of V LL' w, and Id that will result in a continuous id, assuming that 
the ripple in v d is negligible. 

5-27 Using Fourier analysis, prove Eqs. 5-69 through 5-73 for three-phase rectifiers. 

5-28 Using PSpice, this problem is intended to compare the performance of single-phase rectifiers with 
three-phase rectifiers in terms of the THO, OPF, PF, and .:\Vd(peak_peak) while supplying the same 
load. In the circuits of Figs. 5-20 and 5-30, Vs = 120 V and V LL = 208 V, respectively, at 60 Hz. 
Assume L. = I mH and Rs = 0.2 O. The instantaneous load is costant at 5 kW, as examplified in 
Problem 5-13(0). The filter capacitor Cd has a value of 1100 ~F in the single-phase rectifier. Choose 
its value in the three-phase rectifier to provide the same average energy storage as in the single­
phase case. 

5-29 Evaluate the effect of unbalanced voltages on the current waveforms in a three-phase rectifier. In the 
system of Example 5-7, assume Van == 110 V and Vbn = Vcn = 120 V. Using PSpice, obtain the 
input current waveforms and their harmonic components. 

INRUSH CURRENTS 
5-30 In the single-phase rectifier of Example 5-2. obtain the maximum inrush current and the corre­

sponding instant of switching with initial capacitor voltage equal to zero. 

5-31 In the three-phase rectifier of Example 5-7, obtain the maximum inrush current and the correspond­
ing instant of switching with initial capacitor voltage equal to zero. 
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APPENDIX 

(PSpice examples are adapted from "Power Electronics: Computer Simulation, Analysis and Ed­
ucation Using Evaluation Version of PSpice," Minnesota Power Electronics, P.O. Box 14503, 
Minneapolis, MN 55414.) 

MATLAB PROGRAM LISTING FOR EXAMPLE 5-1 

~ Single-Phase, Diode-Rectifier Bridge 
clc,clg,clear 
~ Data 
ls=le-3; rs=O.OOl; cd=lOOOe-b; rload=20; deltat=25e-b; 
freq=bO; thalf=1/(2*freq); ampl=170; w=2*p1*freq; 
~ Matrix A, see Eq. 5-~5 
1=I-rs/ls -1/15; l/cd -l/(cd*rload)J; 
~ Vector b, see Eq. 5-~b 
b=11/ls; OJ; 
~ 

B=inv(eye(2) - deltat/2 * A)*(eye(2) + deltat/2 * A); ~ see Eq. 5-~6 
l=deltat/2 * inv(eye(2) - deltat/2 * A) * b; ~ see Eq. 5-~6 
~ 

for alfaO=55:0.5:75 
alfaO 
~ Init1al Conditions 
vcO=ampl*sin(alfaO*p1/160); 
110=0;k=1;t1me(1)=alfaO/(3bO*freq); 
11(1)=ilO;vc(1)=vcO;vs(1)=vcO; 
~=[11(1) vc(l)J'; 
~ 

while 11(k) >= 0 
k=k+l; 
t1me(k)=time(k-l) + deltat; 

y=M*x + N*(ampl*sin(w*t1me(k» + ampl*sin(w*time(k-l»); ~ see Eq. 5-~7 
ll(k)=y(l) ; 

vc(k)=y(2); 
vs(k)=ampl*sin(w*time(k»; 

~=y; 

end 
~ 

timel=time(k) ; 
111=0 ; 
vcl=vc(k) ; 
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r 
while vc(k) > ampl*abs(sin(w*time(k») 

k=k+:L ; 
time(k)=time(k-l) + del tat; 
vc(k)= vcl*exp(-(time(k)-timel)/(cd*rload»; r see Eq. 5-5l 

vs(k)=ampl*abs(sin(w*time(k»); 
ll(k)=O; 

end 
1f(abs(time(k) - thalf -time( l» <= 2*deltat), break, end 
end 
plot(time(l:k),il(l:k),time(l:k),vs(l:k),time(l:k),vc(l:k» 

PSPICE INPUT CIRCUIT FILE FOR EXAMPLE 5-2 

* Single-Phase, Diode-Bridge Rectifier 
LS 1 2 1mH 
RS 231m 

* rdc 1u 
20.0 RLOAD 

CD 

..!; S 
S b 
S b 1000uP IC=1bOV 

* XD1 3"!; DIODE_WITH_SNUB 
XD3 O..!; DIODE_WITH_SNUB 
XD2 b 0 DIODE_WITH_SNUB 
XD"!; b 3 DIODE_WITH_SNUB 

* VS 1 0 SIN(O 170V bO.O 0 0 0) 

* .TRAN 
.PROBE 
.POUR 

SOus SOms Os SOus Ule 

bO.O v(1) i(LS) i(rdc) v(S,b) 

DIODE_WITH_SNUB 101 102 .SUBCKT 
* Power 
DX 
RSNUB 
eSNUB 
.MODEL 
.ENDS 

Electronics: Simulation, Analysis Education ..... by N. Moi 
101 102 POWER_DIODE 
102 103 1000.0 
103 101 0.1uF 
POWER_DIODE D(RS=0.01, CJO=100pF) 

.END 

PSPICE OUTPUT OF EXAMPLE 5-2 
FOURIER CO"PONENTS OF TRANSIENT RESPONSE V(l) 

HAR"ONIC FREQUENCY FOURIER NOR"ALIZED PHASE NOR"ALIZED 
NO (HZ) CO"PONENT CO"PONENT (DEG) PHASE (DEG) 

1 b.OOOE+Ol l.700E+02 l.OOOE+OO -l.2bbE-O'/; O.OOOE+OO 

FOURIER CO"PONERTS OF TRARSIERT RESPORSE I(LS) 
HAR"ONIC FREQUERCY FOURIER NOR"ALIZED PHASE NOR"ALIZED 

NO (HZ) CO"PORERT CO"PORENT (DEG) PHASE (DEG) 

1 b.OOOE+Ol l.S3bE+Ol l.OOOE+OO -l.OO3E+0l O.OOOE+OO 
2 l.200E+02 b . ./;OSE-02 ./;.l7lE-03 -q.13I1E+Ol -1I.13SE+Ol 
3 l.1I00E+02 l.l7./;E+Ol 7.b'/;IIE-Ol l . ./;lIqE+02 l.SlIqE+02 
./; 2 . ./;OOE+02 ./;.lQIlE-02 2.73'/;E-03 II.S3lE+Ol Q.S3./;E+Ol 
5 3.000E+02 b.,/;1I7E+OO '/;.22./;E-Ol -S.b32E+Ol -./;.b2QE+0l 
b 3.bOOE+02 l.SIISE-02 l.032E-03 -l.02I1E+02 -Q.27SE+Ol 
7 ./;.200E+02 2.207E+OO l.'/;3I1E-Ol 1I.0S2E+Ol Q.OSSE+Ol 
II ./;.1I00E+02 2.77I1E-03 l.1I0QE-O'/; -1I.lQlE+Ol -7.l117E+Ol 
Q S . ./;OOE+02 l.032E+OO b.72./;E-02 l.S3SE+02 l.b3bE+02 

TOTAL HAR"ONIC DISTORTION = 1I.1I7QIl30E+Ol PERCENT 



fOORIER COMPONENTS OF TRANSIENT RESPONSE I(rde) 
DC COMPONENT = 7.~31217E+DD 

fOORIER COMPONENTS OF TRANSIENT RESPONSE V(S, b) 
DC COMPONENT = 1.S84S12E+D2 

(a) 

_ rdc= IJ,lD 
I XD3 

J 

6 

+ 
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(b) 

f"ipre 5A-l (a) PSpice Input Circuit for Example 5-2, (b) Subcircuit Diode_with-Snub. 

PSPICE INPUT CIRCUIT FILE FOR EXAMPLE 5-7 

* Three-Phase, Diode-Bridge Rectifier 
LSA 1 11 lmH 
LSB 2 21 lmH 
LSC 3 31 lmH 
RSA 11 12 1m 
RSB 21 22 1m 
RSC 31 32 1m 

* 
LD L; 5 luH 
RD S 6 lu 
RLOAD 6 7 35.0 
CD 6 7 1100uF IC=276V 

* 
XDl 12 L; DIODE_WITH_SNUB 
XD3 22 L; DIODE_WITH_SNUB 
XD5 32 L; DIODE_WITH_SNUB 
XDL; 7 12 DIODE_WITH_SNUB 
XD6 7 22 DIODE_WITH_SNUB 
XD2 7 32 DIODE_WITH_SNUB 

* 
VSA 1 0 SIN(O 170 60.0 0 0 0) 
VSB 2 0 SIN(O 170 60.0 0 0 -120) 
VSC 3 0 SIN(O 170 60.0 0 0 -2L;0) 

* 
.TRAN SOus lOOms Os 50us Ule 
.PROBE 
.FOUR 60.0 i(LSA) v(6,7) i(LD) 
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DIODE_WITS_SNUB 101 102 
102 POWER_DIODE 
103 1000.0 
101 O.1uF 

.SUBCKT 
DX 101 
RSNUB :L02 
CSNUB :L03 
.!tODEL 
.ENDS 

POWER_DIODE D(RS=O.O:L, CJO=100pF) 

.END 

Figure 5A-2 PSpice Input Circuit for Example 5·7. 
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CHAPTER 6 

LINE-FREQUENCY PHASE­
CONTROLLED RECTIFIERS 
AND INVERTERS: LINE­
FREQUENCY ae ~ 
CONTROLLED de 

6- t INTRODUCTION 

In Chapter 5 we discussed the line-frequency diode rectifiers that are increasingly being 
used at the front end of the switch-mode power electronic systems to convert line fre­
quencyac input to an uncontrolled dc output voltage. 

However, in some applications such as battery chargers and a class of dc- and 
ac-motor drives it is necessary for the dc voltage to be controllable. The ac to con­
trolled-dc conversion is accomplished in line-frequency phase-controlled converters by 
means of thyristors. In the past, these converters were used in a large number of appli­
cations for controlling the flow of electric power. Owing to the increasing availability of 
better controllable,switches in high voltage and current ratings, new use of these thyristor 
converters nowadays is primarily in three-phase, high-power applications. This is partic­
ularly true in applications, most of them at high power levels, where it is necessary or 
desirable to be able to control the power flow in both directions between the ac and the 
dc sides. Examples of such applications are converters in high-voltage dc power trans­
mission (Chapter 17) and some dc motor and ac motor drives with regenerative capabil­
ities (Chapters 13 -15). 

As the name of these converters implies, the line "frequency voltages are present on 
their ac side. In these converters, the instant at which a thyristor begins or ceases to 
conduct depends on the line-frequency ac voltage waveforms and the control inputs. 
Moreover, the transfer or commutation of current from one device to the next occurs 
naturally because of the presence of these ac voltages. 

It should be noted that the uncontrollable, line-frequency diode rectifiers of Chapter 
5 are a subset of the controlled converters discussed in this chapter. The reasons for 
discussing the diode rectifiers separately in Chapter 5 have to do with their increasing 
importance and the way in which the dc current id flows through them. In Chapter 5, it 
was pointed out that in many applications of line-frequency diode rectifiers, the current id 
through them does not flow continuously due to the capacitor filter for smoothing the 

121 
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I + 

1 Vd 
1- or 

3-phase 
(50160 Hz) 

I -
(a) 

Figure 6-t Line-frequency controlled converter. 

Rectification 

Inversion 

Limited by circuit 
_configuration and the 

input voltage 

~ Limited by the 
components' current 
rating 

(b) 

dc-side voltage. Therefore, the emphasis in Chapter 5 was on the discontinuous-current­
conduction mode. However, in most applications of the controlled converters of this 
chapter, the dc-side current id flows continuously, and hence the emphasis is on the 
continuous-current-conduction mode, although the discontinuous-current-conduction 
mode is also briefly discussed. 

A fully controlled converter is shown in Fig. 6-1a in block diagram form. For given 
ac line voltages, the average dc-side voltage can be controlled from a positive maximum 
to a negative minimum value in a continuous manner. The converter dc current Id (or id 
on an instantaneous basis) cannot change direction, as will be explained later. Therefore, 
a converter of this type can operate in only two quadrants (of the Vr1d plane), as shown 
in Fig. 6-lb. Here, the positive values of Vd and Id imply rectification where the power 
flow is from the ac to the dc side. In an inverter mode, Vd becomes negative (but Id stays 
positive) and the power is transferred from the dc to the ac side. The inverter mode of 
operation on a sustained basis is possible only if a source of power, such as batteries, is 
present on the dc side. 

In some applications, such as in reversible-speed dc motor drives with regenerative 
braking, the converter must be capable of operating in all four quadrants. This is accom­
plished by connecting two two-quadrant converters (described above) in antiparallel or 
back to back, as discussed in Chapter 13. 

In analyzing the converters in this chapter, the thyristors are assumed to be ideal, 
except for the consideration of the thyristor turn-off time tq , which was described in 
Chapter 2. 

6-2 THYRISTOR CIRCUITS AND THEIR CONTROL 

For given ac input voltages, the magnitude of the average output voltage in thyristor 
converters can be controlled by delaying the instants at which the thyristors are allowed 
to start conduction. This is illustrated by the simple circuits of Fig. 6-2. 

6-2-1 BASIC TIlYRISTOR CIRCUITS 

In Fig. 6-2a, a thyristor connects the line-frequency source Vs to a load resistance. In 
the positive half-cycle of vs' the current is zero until wt = a, at which time the 
thyristor is supplied a positive gate pulse of a short duration. With the thyristor 
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i, Vd 

I 
I 
I V. 
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kiO l .. wI 

(a) 
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0 
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(h) 
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I 
I 
I 
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I 
I 
I 
I 
I k}o l 

O----~---~------------------------------~~~------~. wt 

(e) 

Figure 6-2 Basic thyristor converters. 
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conducting, vd = VS' For the rest of the positive half-cycle, the current wavefonn 
follows the ac voltage wavefonn and becomes zero at wt = 1T. Then the thyristor 
blocks the current from flowing during the negative half-cycle of VS' The current stays 
zero until wt = 21T+a, at which time another short-duration gate pulse is applied and 
the next cycle of the wavefonn begins. By adjusting a, the average value of the load 
voltage v d can be controlled. 

In Fig. 6-2b, the load consists of both R and L. Initially, the current is zero. The 
thyristor conduction is delayed until wt = a. Once the thyristor is fired or gated on at 
wt = a during the positive half-cycle of Vs when the voltage across the thyristor is 
positive, the current begins to flow and vd = VS' The voltage across the inductor can be 
written as 

di 
VL(t) = L dt = Vs - VR (6-1) 

where VR = Ri. In Fig. 6-2b, VR (which is proportional to the current) is plotted and VL is 
shown as the difference between Vs and VR • During a to 6), VL is positive and the current 
increases, since 

1 (WI 
i(wt) = wL Ja vd~) d~ (6-2) 

where ~ is a variable of integration. Beyond wt = 6), VL becomes negative and the current 
(as well as VR) begins to decline. The instant at which the current becomes zero and stays 
zero due to the thyristor is dictated by Eq. 6-2. Graphically in Fig. 6-2b, wt = 62 is the 
instant at which area A) equals area A2 and the current becomes zero. These areas 
represent the time integral of vL , which must be zero over one cycle of repetition in steady 
state, as explained in Section 3-2-5-1. It should be noted that the current continues to flow 
for a while even after Vs has become negative, as discussed in Section 5-2-2. The reason 
for this has to do with the stored energy in the inductor, a part of which is supplied to R 
and the other part is absorbed by Vs when it becomes negative. 

In Fig. 6-2c, the load consists of an inductor and a dc voltage Ed' Here, with the 
current initially zero, the thyristor is reverse biased until wt = 6), as shown in Fig. 6-2c. 
Therefore, it cannot conduct until wt = 6). The thyristor conduction is further delayed 
until 62 , when a positive gate pulse is applied. With the current flowing 

di 
VL(t) = L dt = Vs - Ed (6-3) 

In tenns of wt, 

(6-4) 

where ~ is an arbitrary variable of integration. The current peaks at 63 where Vd = Ed' The 
current goes to zero at wt = 64 , at which instant area A) equals area A2 , and the time 
integral of the inductor voltage over one time period of repetition becomes zero. 

6-2-2 THYRISTOR GATE TRIGGERING 

By controlling the instant at which the thyristor is gated on, the average current in the 
circuits of Fig. 6-2 can be controlled in a continuous manner from zero to a maximum 
value. The same is true for the power supplied by the ac source. 
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Figure 6-3 Gate trigger control circuit. 

Versatile integrated circuits, such as the TCA780, are available to provide delayed 
gate trigger signals to the thyristors. A simplified block diagram of a gate trigger control 
circuit is shown in Fig. 6-3. Here, a sawtooth waveform (synchronized to the ac input) is 
compared with the control signal vcontroh and the delay angle a with respect to the positive 
zero crossing of the ac line voltage is obtained in terms of Vcontrol and the peak of the 
sawtooth waveform V SI: 

Vcontrol 
aO = 180°--

A 

VsI (6-5) 

Another gate trigger signal can easily be obtained, delayed with respect to the negative 
zero crossing of the ac line voltage. 

6-2-3 PRACTICAL THYRISTOR CONVERTERS 

Full-bridge converters for single- and three-phase utility inputs are shown in Fig. 6-4. The 
dc-side inductance may be a part of the load, for example, in dc motor drives. Prior to the 
analysis of the full-bridge converters in Fig. 6-4, it will be helpful to analyze some simpler 
and possibly hypothetical circuits. This simplification is achieved by assuming ac-side 
inductance to be zero and the dc side current to be purely dc. Next, the effect of Ls on the 
converter waveforms will be analyzed. Finally, the effect of the ripple in id (as well as a 
discontinuous id) will be included. These converters will also be analyzed for their 
inverter mode of operation. 
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n 

(a) (b) 

Figure 6-4 Practical thyristor converters. 

6-3 SINGLE-PHASE CONVERTERS 

6-3-1 IDEALIZED CIRCUIT WITH Ls = 0 AND ;d(t) = Id 

The practical circuit of Fig. 6-4a, with the assumption of Ls = 0 and a purely dc current 
id(t) = Id, is shown in Fig. 6-5a. It can be redrawn as in Fig. 6-5b. The current Id flows 
through one thyristor of the top group (thyristors 1 and 3) and one thyristor of the bottom 
group (thyristors 2 and 4). If the gate currents to the thyristors were continuously applied, 
the thyristors in Fig. 6-5 would behave as diodes and their operation would be similar to 
that described in Section 5-3-1 of the previous chapter. The voltage and current wave­
forms under these conditions are shown in Fig. 6-6a. 

The instant of natural conduction for a thyristor refers to the instant at which the 
thyristor would begin to conduct if its gate current were continuously applied (or as if it 
was a diode). Therefore, in Fig. 6-6a, the instant of natural conduction is wt = 0 for 
thyristors 1 and 2 and wt = 1T for thyristors 3 and 4. 

is --
+ Tl 

+ i. 
Tl T3 --

T3 , vd Id vd , Id 

T4 
T4 T2 

T2 

(a) (b) 

Figure 6-5 Single-phase thyristor converter with L. = 0 and a constant dc current. 
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O~----------------~r-----------------~------.wt 

(0) a = 0 

O~~~------------~--~------------~---+--~wt 

~---r------------~~--~------------~~----.wt 

3 .• Ll. 2 ----+foO----3 •• ~ 
(b) a = finite 

Figure 6-6 Wavefonns in the converter of Fig. 6-5. 

Next, consider the effect of applying gate current pulses that are delayed by an angle 
a (called the delay angle or firing angle) with respect to the instant of natural conduction. 
Now prior to wt = 0, the current is flowing through thyristors 3 and 4, and Vd = -Vs' As 
shown in Fig. 6-6b, the voltage across thyristor I becomes forward biased beyond wt = 
0, but it cannot conduct until wt = a when a gate current pulse is applied. The situation 
is identical for thyristor 2. As a consequence of this finite delay angle a (note that in Fig. 
6-60, a = 0), Vd becomes negative during the interval from 0 to a. 

At wt = a, the commutation of current from thyristors 3 and 4 to thyristors 1 and 2 
is instantaneous due to the assumption of Ls = O. When thyristors I and 2 are conducting, 
Vd = Vs' Thyristors I and 2 conduct until1l'+a when thyristors 3 and 4 are triggered, 
delayed by the angle a with respect to their instant of natural conduction (wt = 11'). A 
similar commutation of current takes place from thyristors I and 2 to thyristors 3 and 4. 

Comparing the effect of the delay angle a on the Vd waveform in Fig. 6-6b with that 
in Fig. 6-60 shows that the average value Vd of the dc voltage can be controlled by the 
delay angle. The expression for Vd can be obtained as 

I i .... +a 2Yz 
Vda = - YzVssin wt d(wt) = -- Vscos a = 0.9Vscos a 

11' 11' 
a 

(6-6) 
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Let Vdo be the average value of the dc voltage in Fig. 6-6a with a = 0 (as in Chapter 5) 
and Ls = 0, where 

Vdo = - \l2Vssin wt d(wt) = -- Vs = 0.9Vs 1 I.... 2\12 
~ 0 ~ 

(6-7) 

Then, the drop in the average value due to a is 

dVda = Vdo - Vda = 0.9Vs(l - cos a) (6-8) 

This "lossless" voltage drop in Vd is equal to the volt-radian area Aa shown in Fig. 6-6b 
divided by ~. 

The variation of V d as a function of a is shown in Fig. 6-7, which shows that the 
average dc voltage becomes negative beyond a = 90°. This region is called the inverter 
mode of operation and is discussed later in a separate section. 

The average power through the converter can be calculated as 

lIT lIT P = T p(t) dt = - Vdid dt 
o T 0 

(6-9) 

With a constant dc current (id = I d ), 

p ~ 1,( ~ f v, dt) ~ I,V, ~ O.9V,I, cos a (6-10) 

6·3·1·1 dc·Side Voltage 

As seen from the waveform of Vd in Fig. 6-6, the dc-side voltage has a dc (average) 
component Vda (=0.9Vscos a from Eq. 6-6). In addition, Vd has an ac ripple that repeats 
at twice the line frequency. The magnitude of harmonic components in v d for various 
values of a can be calculated by means of Fourier analysis. 

6·3·1·2 Line Current is 

The input line current is in Fig. 6-60 is a square wave with an amplitude of Id . The entire 
waveform in Fig. 6-6b is phase shifted by the delay angle a with respect to the input 

1.0,--_ 

Rectifier mode 

O~O~o------------------~~------------------~--·a 180· 

I nverter mode 

-1.0 

Figure 6-7 Nonnalized Vd as a function of a. 
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voltage Vs waveform. The current is in Fig. 6-8a can be expressed in terms of its Fourier 
components as 

i.(wt) = V2ls1 sin(wt - a) + V2Is3sin[3(wt - a)] + V2Is5sin[S(wt - a)] + ... 
(6-11) 

where only odd harmonics h are present. The rms value of its fundamental-frequency 
component is1 , plotted in Fig. 6-8a, is 

From Fourier analysis, the harmonics of is can be expressed as 

lsi 
Ish = h 

O~L-~~-------T~----~--~~------------~L-~~--~rot 

(a) 

1.0 

1 
3 

(b) 

s 

~~----~----~----~----~--~a 

(c) 

Figure 6-8 The ac-side quantities in the converter of Fig. 6-5. 

(6-12) 

(6-13) 
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which are plotted in Fig. 6-8b. By applying the basic definition of nus from Eq. 3-5 to the 
is waveform, the rms value Is can be shown to be equal to the dc current: 

~ ~ ~-I~ 

From Eqs. 6-12 and 6-14, the total harmonic distortion can be calculated as 

'1'12 - e 
%THD = 100 x SI 81;:: 48.43% 

51 
(6-15) 

6-3-1-3 Power, Power Factor, and Reactive Volt-Amperes 

Looking at the waveform of isI in Fig. 6-8a, it is obvious that in the circuit of Fig. 6-5, 

DPF = cos $. cos (l (6-16) 

and from Eqs. 6-12,6-14, and 6-16, 

PF == lsi DPF 0.9 cos (l 

Is 

Based on the ac-side quantities, the power into the converter is 

P = VsIslcos $1 

Using Eqs. 6-12 and 6-16 in 6-18 yields 

P = 0.9VsldCOS (l 

(6-17) 

(6-18) 

(6-19a) 

which is identical to the average power given by Eq. 6-10, directly calculated based on 
the dc-side quantities. The fundamental-frequency current results in fundamental reactive 
volt-amperes, 

QI ::::: Vslsi sin $. = O.9Vsldsin (l 

and the fundamental-frequency apparent power SI' where 

SI ::::: VsIsl = (Jil + Q\2}1I2 

(6-19b) 

(6-19c) 

With a constant Id, P, S (=Vis)' Q/. and S. as functions of (l are plotted in Fig. 6-Sc. 

6-3-2 EFFECT OF Ls 

Nex.t, we will include the ac-side inductance in Fig. 6·9. which generally cannot be 
ignored in practical thyristor converters. Now for a given delay angle (l, the current 
commutation takes a finite commutation interval u, as shown in Fig. 6-100. In principle, 

+ 

Figure 6-9 Single-phase thyristor converter 
with a finite L. and a constant dc current. 
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a 

(b) 

Figure 6-10 Waveforms in the converter of Fig. 6-9. 

this commutation process is similar to that in diode bridge rectifiers discussed in Chapter 
5. During the commutation interval, all four thyristors conduct, and therefore, Vd = 0 and 
the voltage vL, = Vs in Fig. 6-9: 

(6-20) 

Multiplying both sides by d(wt) and integrating over the commutation interval yield 

ia +u fld 
V2Vssin wt d(wt) = wLs (dis) = 2wLsid 

a -Id 

The left side of Eq. 6-21 is the area Au (in volt-radians) in Fig. 6-lOb: 

Au = ia

+
u 

V2Vssin wt d(wt) 

Carrying out the integration in Eq. 6-22 and combining with Eq. 6-21 give 

Au = V2Vs[cos a - cos(a + u)] = 2wLsid 

and 

2wLsid 
cos(a + u) = cos a - ~ ;;; 

v 2Vs 

(6-21) 

(6-22) 

(6-23) 

(6-24) 

For a = 0, Eq. 6-24 is identical to Eq. 5-32 for diode rectifiers. The effect of a on 
u is shown in Example 6-1. 

Comparing the waveforms for Vd in Figs. 6-6b and 6-lOb, we note that Ls results in 
an additional voltage drop ~Vdu' proportional to the volt-radian area Au: 

Au 2wLJd 
~Vd =-=--

u 'IT 'IT 
(6-25) 
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Using Eqs. 6-6 and 6-25 yields 

(6-26) 

• Example 6·1 In the converter circuit of Fig. 6-8a, Ls is 5% with the rated voltage 
of 230 V at 60 Hz and the rated volt-amperes of 5 kV A. Calculate the commutation angle 
u and VdlVdo with the rate input voltage, power of 3 kW, and a 30°. 

Solution 

The rated current is 

5000 
lrated = 230 = 21.74 A 

The base impedance is 

Therefore, 

V rated 
Zbase :::; - = IO.58 n 

I rated 

0.05Zbase 
Ls = = 1.4 mH 

w 

The average power through the converter can be calculated using Eq. 6-26: 

2 2 
Pd = Vd1d = 0.9VsldCOS a - - wLsld = 3 kW 

'1T 

Using the given values in the above equation gives 

I~ - 533.531d + 8928.6 = 0 

Therefore, 

Id = 17.3 A 

Using this value of Id in Eqs. 6-24 and 6-26 results in 

u :: 5.9° and Vd = 173.5 V 

6-3·2·1 Input Line Current is 

The input current is in Fig. 6-1Oa has an essentially (not exactly) a trapezoidal waveform. 
With this assumption, the angle tPl is approximately equal to a + ~u. Therefore, 

DPF ::::: cos(a + fu) (6-27) 

The rms value of the fundamental-frequency current component can be obtained by 
equating power on the ac and the dc sides: 

Vslsl DPF Vdld (6-28) 

Using Eqs. 6-26 through 6-28 yields 

0.9Vsl.,.cos a (2111") wLs/~ 
lsi = V sCos(a + u12) (6-29) 
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The nns value of the line current can be calculated by applying the definition of nns to its 
trapezoidal wavefonn. Combining this with the above equations allows the power factor 
and the total hannonic distortion in the line current to be calculated. 

6-3-3 PRACTICAL THYRISTOR CONVERTERS 

The circuit of Fig. 6-4a is redrawn in Fig. 6-11a, where the load is represented by a dc 
voltage source Ed in series with Ld , which may be a part of the load; otherwise it is 
externally added. A small resistance rd is also included. Such a representation applies to 
battery chargers, discussed in Chapter 11, and dc motor drives, discussed in Chapter 13. 
The wavefonns are shown in Fig. 6-11b for (l = 45° and a continuously flowing id • There 
is a finite commutation interval u due to Ls. Also due to Ls and the ripple in id , the v d 

wavefonn differs from the instantaneous Ivit)1 wavefonn by the voltage drop across Ls. 
It is reasonable to express the average value of Vd in tenns of Eq. 6-26 if id is flowing 
continuously: 

where I d•rnin is the minimum value of id that occurs at wt = (l. 

To obtain the average value Id of the dc current in the circuit of Fig. 6-11a, 

L. -­i. 
+ 

(a) 

(6-30) 

(6-31) 

O----~~--~--------------~~--_,~--------------~~----.wt 

(b) 

Figure 6-11 (a) A practical thyristor converter. (b) Wavefonns. 
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Integrating both sides of Eq. 6-31 over one time period T and dividing by T, we get the 
average voltages: 

(6-32) 

In the steady state the waveforms repeat with the time period T, and hence, Id(O) = IAT). 
Therefore, the average voltage accross Ld in the steady state in Eq. 6-32 is zero. In terms 
of average values, Eq. 6-32 can be written as 

(6-33) 

In accordance with Eq. 6-30 we can control the average dc voltage Vd by means of 
a and thus control Id and the power delivered to the load. The ac-side current waveforms 
associated with practical converters are analyzed by means of a computer simulation . 

• Example 6-2 The single-phase thyristor converter of Fig. 6-11a is supplied by a 
240-V, 6O-Hz source. Assume Ls = 1.4 mH and the delay angle a = 45°. The load can 
be represented by Ld = 9 mH and Ed = 145 V. Using PSpice, obtain the Vd and i~ 

waveforms and calculate lsI' Is, DPF, PF, and %THD. 

Solution 

The PSpice circuit and the input data file, where the thyristors are represented by a 
subcircuit called SCR, are included in the Appendix at the end of this chapter. The 
thyristor in this subcircuit is modeled by means of a voltage-controlled switch whose 
current is monitored by means of a 0-V source. The voltage-controlled switch is in its on 
state if the gate pulse is present and/or if the current is flowing through it. The details of 
this subcircuit are explained in reference 1. The call to this subcircuit includes the time 
delay in gate pulse (TDL Y) with respect to the instant of natural condition and the initial 
gate voltage (ICGA TE) at the start of the simulation. 

The dc-side waveforms of Fig. 6-11b shown earlier were obtained for the above 
circuit conditions. The input current is and is) waveforms are shown in Fig. 6-12, and the 
calculated values are as follows: lsI = 59.68 A,ls = 60.1 A, DPF = 0.576, PF = 0.572, 
and THD = ]2.3%. 

O----~~--~~~----------~~----~~------------_?L-----.wt 

'h = 54.84° 

Figure 6-12 Wavefonns in Example 6-2 for the circuit of Fig. 6-11a. 

6-3-3-1 Discontinuous-Current Conduction 

At light loads with low values of Id , the id waveform becomes discontinuous. For exam­
ple, beyond a certain value of Ed in Example 6-2 with a delay angle of 45°, id becomes 
discontinuous. Figure 6-13 shows the waveforms for Ed = 180 V, where the effect of the 
snubber network on the waveforms is ignored. A larger value of Ed will result in a smaller 
average value Id of the dc current. 
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o rut 

Figure 6-13 Wavefonns in a discontinuous-current-conduction mode. 

350 

250 

200 

150 

100 

50 

. . 
..... .... 

••• '~,--__ ... a = 0° 
-." -------

••••• ''' ....... _.. ...- ... - .... a::: 30° ... .. .......... 
.•• .._--------- .. a = 45° .... 

................ a = 60° 

°O~--~--~--~--~----~--~--~--~~Id 
30 70 80 

Figure 6-14 Vd versus Id in the single-phase thyristor 
converter of Fig. 6-11a. 

Using the values given in Example 6-2 for the converter of Fig. 6-11a, the relation 
between Ed (=Vd) and Id is plotted in Fig. 6-14 for several values of the delay angle IX. 

This figure shows that at a constant IX, if Id falls below a threshold that depends on IX, Vd 
increases sharply. In order to keep V d constant, the delay angle will have to be increased 
at low values of I d. 

6-3-4 INVERTER MODE OF OPERATION 

It was mentioned in Section 6-1 that the thyristor converters can also operate in an inverter 
mode, where Vd has a negative value, as shown in Fig. 6-1b, and hence the power flows 
from the dc side to the ac side. The easiest way to understand the inverter mode of 
operation is to assume that the dc side of the converter can be replaced by a current source 
of a constant amplitude Id' as shown in Fig. 6-1Sa. For a delay angle IX greater than 90° 
but less than 180°, the voltage and current wavefonns are shown in Fig. 6-1Sb. The 
average value of Vd is negative, given by Eq. 6-26, where 90" < IX < 180°. Therefore, the 
average power P d (= Vdld) is negative, that is, it flows from the dc to the ac side. On the 
ac side, Pac = V,I,ICOS <1>1 is also negative because <1>1 > 90°. 
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(b) 

Figure 6-15 (a) Inverter, assuming a constant dc current. (b) Waveforms. 

There are several points worth noting here. This inverter mode of operation is pos­
sible since there is a source of energy on the dc side. On the ac side, the ac voltage source 
facilitates the commutation of current from one pair of thyristors to another. The power 
flows into this ac source. 

Generally, the dc current source is not a realistic dc-side representation of systems 
where such a mode of operation may be encountered. Figure 6-16a shows a voltage source 
Ed on the dc side that may represent a battery, a photovoltaic source, or a dc voltage 
produced by a wind-electric system. It may also be encountered in a four-quadrant dc 
motor supplied by a back-to-back connected thyristor converter. 

An assumption of a very large value of Ld allows us to assume id to be a constant dc, 
and hence the waveforms of Fig. 6-15b also apply to the circuit of Fig. 6-16a. Since the 
average voltage across Ld is zero, 

(6-34) 

The equation is exact if the current is constant at I d ; otherwise, a value of id at wt = a 
should be used in Eq. 6-34 instead of Id' Figure 6~16b shows that for a given value of a, 
for example, a l , the intersection of the dc source voltage Ed = E dl , and the converter 
characteristic at a l determines the dc current Idl and hence the power flow P dl' 

During the inverter mode, the voltage waveform across one of the thyristors is shown 
in Fig. 6-17. An extinction angle 'Y is defined to be 

'Y = 1800 
- (a + u) (6-35) 
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Figure 6-16 (a) Thyristor inverter with a dc voltage source. (b) V d versus Id' 
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Figure 6-17 Voltage across a thyristor in the inverter mode. 

during which the voltage across the thyristor is negative and beyond which it becomes 
positive. As discussed in Section 2-3 dealing with thyristors, the extinction time interval 

Joy = 'Y!~.sbould~ greater than the thyristor tum-off time 1'1' OtherWise; -the iliynstor will 
prematurely begin to conduct, resultin~ in the failure of current to commutate from one 
thyristor pair to the other, an abnormal operation that can result in large destructive 
currents. 
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V. V. 

O--------~~r-------~----------_¥~--------~----------·wt 
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Figure 6-18 Wavefonns at inverter start-up. 

6-3-4-1 Inverter Start-up 

For startup of the inverter in Fig. 6-100, the delay angle a is initially made sufficiently 
large (e.g., 165°) so that id is discontinuous, as shown in Fig. 6-18. Then, a is decreased 
by the controller such that the desired ld and P d are obtained. 

6-3-5 Be VOLTAGE WAVEFORM (LINE NOTCHING AND DISTORTION) 

Thyristor converters result in line noise. Two main reasons for line noise are line notching 
and voltage distortion. Both of these topics are discussed in Section 6-4-5 for three-phase 
converters. A similar analysis can be carried out for single-phase converters. 

6-4 THREE-PHASE CONVERTERS 

n 

6-4-1 IDEALIZED CIRCUIT WITH Ls = 0 AND id(t) = Id 

The practical circuit of Fig. 6-4b with the assumption of Ls = 0 and a purely dc current 
id(t) = ld is shown in Fig. 6-19a. It can be redrawn as in Fig. 6-19b. The current id flows 

Tl 

P T3 P 
+ + 

T\ T3 T5 
T5 

i" i" a -- a 

b 
ib -- Vd , Id n b Vd , Id 

ic 
c -- c 

T4 
T4 T6 T2 

N N 

(a) (b) 

Figure 6-19 Three-phase thyristor converter with L. = 0 and a constant dc current. 
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through one of the thyristors of the top group (thyristors 1,3, and 5) and one of the bottom 
group (2, 4, and 6). If the gate currents were continuously applied, the thyristors in Fig. 
6-19 would behave as diodes and their operation would be similar to that described in the 
previous chapter. Under these conditions (a = 0 and Ls = 0), the voltages and the current 
in phase a are shown in Fig. 6-20a. The average dc voltage Vdo is as in Eq. 5-68: 

30 
Vdo = -- Vu = 1.35Vu (6-36) 

'IT 

Using the same definition as in Section 6-3-1, instants of natural conduction for the 
various thyristors are shown in Fig. 6-20a by I, 2,. . . . The effect of the firing or delay 
angle a on the converter waveforms are shown in Figs. 6-20b through d. Focusing on the 
commutation of current from thyristor 5 to I, we see that thyristor 5 keeps on conducting 
until WI = a, at which instant the current commutates instantaneously to thyristor I due 
to zero Ls. The current in phase a is shown in Fig. 6-20c. Similar delay by an angle a 
takes place in the conduction of other thyristors. The line-to-line ac voltages and the dc 
output voltage Vd (=vpn - VNn) are shown in Fig. 6-2Od. 

The expression for the average dc voltage can be obtained from the waveforms in 
Figs. 6-20b and d. The volt-second area Aa (every 60°) results in the reduction in the 
average de voltage with a delay angle a compared to Vdo in Fig. 6-20a. Therefore, 

I 

Aa 
Vda = Vdo - 'lT/3 

Vpn I Van Vbn Vcn 

(6-37) 

o ., 

I VNn I I I 
I I I I 
I I ia I I 
I I I I 

o ___ .... 1: I I • cot 

I ~ 
I 
I 

et: ....... __ ---- -------
Figure 6-20 Waveforms in the converter of Fig. 6-19. 



140 CHAPTER 6 LINE-FREQUENCY PHASE-CO!'.TROLLED RECTIFIERS AND INVERTERS 

From Fig. 6-20b, the volt-radian areaAa is the integral of Van - Ven (=vae)' This can be 
confirmed by Fig. 6-20d, where Aa is the integral of Vab - Veb (= vae). With the time origin 
chosen in Fig. 6-20, 

(6-38) 

Therefore, 

Aa = La V2Vu sin wt d(wt) = V2Vu (l - cos a) (6-39) 

Substituting Aa in Eq. 6-37 and using Eq. 6-36 for Vdo yield 

(6-40) 

The above procedure to obtain v da is straightforward when a < 60°. For a > 60° we get 
the same result but an alternate derivation may be easier (see ref. 2). 

Equation 6-40 shows that Vda is independent of the current magnitude Id so long as 
id flows continuously (and Ls = 0). The control of Vd as a function of a is similar to the 
single-phase case shown by Fig. 6-7. The dc voltage waveform for various values of a is 
shown in Fig. 6-21. The average power is 

(6-41) 

6-4-1-1 dc-Side Voltage 

Each of the dc-side voltage waveforms shown in Fig. 6-21 consists of a dc (average) 
component Vda (= 1. 35VLLcos a given by Eq. 6-40). As seen from Fig. 6-21, the ac ripple 
in v d repeats at six times the line frequency. The harmonic components can be obtained 
by means of Fourier analysis. 

6-4-1-2 Input Line Currents ia , ib , and it: 

The input currents ia• ib• and ie have rectangular waveforms with an amplitude I d • The 
waveform of ia is phase shifted by the delay angle a in Fig. 6-22a with respect to its 
waveform in Fig. 6-20a with a = O. It can be expressed in terms of its Fourier compo­
nents (with wt defined to be zero at the positive zero crossing of van) as 

ia(wt) = V2ls!sin(wt - a) - V2ls5sin[5(wt - a)] - V2ls7sin[7(wt - a)] 

+ V2ls11sin[ll(wt - a)] + V2ls13sin[I3(wt - a)] 

- V2ls17sin[17(wt - a)] - V2ls19sin[19(wt - a)] . (6-42) 

where only the nontriplen odd harmonics h are present and 

h = 6n ± I (n = I. 2, ... ) (6-43) 

The rms value of the fundamental-frequency component is 

(6-44) 
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(a) a = 0 

(b) a = 300 

(d) a = 900 

(e) a = 1200 

(f) a = 1500 

(g) a = 1800 

Figure 6-21 The dc-side voltage wavefonns as a 
function of a where f'do. = A/(Tr/3). (From ref. 2 
with pennission.) 

and the rms values of the harmonic components are inversely proportional to their har­
monic order, 

lsi 
Ish == h where h == 6n ± 1 (6-45) 

as plotted in Fig. 6-22h. 
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wt = a 
(a) 

1.0 

(b) 

Figure 6-22 Line current in a three-phase thyristor converter of Fig. 6-19. 

From the ia waveform of Fig. 6-22, the total rms value of the phase current can be 
calculated as 

Is = ~d = 0.8161d 

Therefore, with id = Id and Ls = 0, from Eqs. 6-45 and 6-46 

lsI = ~ = 0.955 
Is 'IT 

and therefore, in is 

THD = 31.08% 

6-4-1·3 Power, Power Factor, and Reactive Volt·Amperes 

With Ls = 0, cl>1 = a, as shown in Fig. 6-22a, and 

DPF = cos cl>1 = cos a 

Using Eq. 3-44 for the power factor, Eqs. 6-47 and 6-48 yield 

3 
PF=-cosa 

'IT 

(6-46) 

(6-47a) 

(6-47b) 

(6-48) 

(6-49) 

The current waveforms along with the phasor representation of its fundamental-frequency 
component are shown in Fig. 6-23 for various values of a. Similar to Eqs. 6-19a through 



6-4 THREE-PHASE CONVERTERS 143 

r "'1 

(a) a = 0 rut 

~ • Ial 

(b) a = 30· rut 

(c) a=60· rut ~ "'1 
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Va .. 

({J a = 150· rut 

"'t Figure 6-23 Line current 
as a function of a. (With 
pennission from ref. 2.) 

6-19c for the single-phase converters, the equations can be written for P, Q. and St, along 
with a plot similar to that in Fig. 6-8c, for the three-phase converters. 

6-4-2 EFFECT OF Ls 

Next, we will include the ac-side inductance LI in Fig. 6-24, which cannot be ignored in 
practical thyristor converters. In fact, the German VDE standards require that this induc­
tance must be a minimum of 5%, that is, 

VLLf'V3 
wLI ~ 0.05 -]--

It 
(6-50) 

Now for a given delay angle a, the current commutation takes a finite commutation 
interval u. Consider the situation where thyristors 5 and 6 have been conducting previ­
ously, and at wt = a the current begins to commutate from thyristor 5 to I. Only the 
thyristors involved in current conduction are drawn in Fig. 6-25a. The instant when Van 

becomes more positive than veil (the instant of natural conduction for thyristor 1) is chosen 
as the time origin wt = 0 in Fig. 6-25b. 
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Figure 6-25 Commutation in the presence of L •. 
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Figure 6-24 Three-phase 
converter with L. and a constant 
dc current. 

p 

+ 

wt 
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During the current commutation interval u, thyristors I and 5 conduct simultaneously 
and the phase voltages Van and Ven are shorted together through L. in each phase. The 
current ia builds up from 0 to Id' whereas ie decreases from Id to zero, at which instant the 
current commutation from 5 to 1 is completed. Currents is and i) through thyristors 5 and 
1 are drawn in Fig. 6-25c. The complete ia waveform is shown in Fig. 6-26. 

In Fig. 6-25a during the commutation interval a < wt < a + u 

(6-51) 

where 

(6-52) 
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o ~t 

Figure 6-26 Line current in the presence of L •. 

The reduction in volt-radian area due to the commutation interval (in Fig. 6-25b) is 

J
a+" 

A" = a VL, d(wt) (6-53) 

Using Eq. 6-52 in Eq. 6-53 and recognizing that ia changes from zero to ld in the 
interval wI = a to wI = a + u give 

A" = wLs J:' dia wLs1d (6-54) 

Therefore, the average dc output voltage is reduced from Vda (given by Eq. 6-40) by 
Aj('lT/3): 

(6-55) 

In the foregoing derivation, the following should be noted: During the current com­
mutation, phases a and c are shorted together. Therefore, during commutation 

Also 

dia 
VPn = Van - Ls dt 

Therefore, from Eqs. 6-56 and 6-57 

Van + Ven 
VPn (during commutation) = 2 

(6-56) 

(6-57) 

Ls (dia die) -+-
2 dt dt 

(6-58) 

Since ld (=ia + ie) is assumed to be constant during the commutation interval, 

dia die -=--
dt dt 

(6-59) 

Therefore, Eq. 6-58 reduces to 

(6-60) 
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The vPn waveform during the commutation interval is shown in Fig. 6-25b. The 
importance of Ls in the inverter operation is discussed in the next section. 

Even though an explicit expression for the commutation interval u is not needed to 
calculate Vd (see Eq. 6-55), it is required to ensure reliable operation in the inverter mode. 
Thus, this is the appropriate place to calculate this interval u. Combining Eqs. 6-56 and 
6-60 in the circuit of Fig. 6-25a yields 

dia Van Ven Vae L-=---=-
Sdt 2 2 2 

(6-61) 

With the time origin chosen in Fig. 6-25b, Vae == Y2VLLsin wt. Therefore 

dia ~ ;;:; V LLsin wt 
--= v2---
d(wt) 2wLs 

Its integration between wt = a and wt = a + u, recognizing that during this interval 
ia changes from zero to Id , results in 

lid VLL (a+u 
o dia = Y22wLs J a sin wt d( wt) 

or 

2wLs 
cos(a + u) = cos a - ~ ;;:; Id 

v2 VLL 

(6-62) 

Thus, knowing a and I d , the commutation interval u can be calculated. 

6-4-2-1 Input Line Current i. 

Similar to the analysis for the single-phase converters in Section 6-3-2-1, the ia waveform 
in Fig. 6-26 can be approximated to be trapezoidal. With this approximation, 

DPF = cos (a + iu) (6-63) 

Another expression for the displacement power factor, by equating ac-side and dc­
side powers, is given by Eq. 6-64 [2]. Its derivation is left as an exercise (see Prob­
lem 6-11): 

DPF = Hcos a + cos(a + u)] (6-64) 

The ac-side inductance reduces the magnitudes of the hannonic currents. Figures 6-27a 
through d show the effects of Ls (and hence of u) on various harmonics for various values 
of a, where Id is a constant dc. The hannonic currents are normalized by II with Ls = 0, 
which is given by Eq. 6-44. Normally, the dc-side current is not a constant dc. Typical 
and idealized hannonics are shown in Table 6-1. 
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Figure 6-27 Normalized harmonic currents in the presence oC L,. (With permission Crom 
ref. 2). 

Table 6-1 Typical and Idealized Harmonics 

h 5 7 11 13 17 19 23 25 

Typical Ihlll 0.17 0.10 0.04 0.Q3 0.02 0.01 0.01 0.01 
Idealized Ih ll l 0.20 0.14 0.09 0.07 0.06 0.05 0.04 0.04 

6-4-3 PRACTICAL CONVERTER 

u 

The circuit of a converter used in practice was shown in Fig. 6-4b. It is redrawn in Fig. 
6-28, where the load is represented by a dc voltage source Ed and Ld is finite. A small 
resistance rd is also included. Such practical converters are analyzed by means of a 
computer simulation in the following example. 
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n 

Figure 6-28 A practical 
thyristor converter . 

• Example 6-3 A three-phase thyristor converter is supplied by a 480-V (line-to­
line), 6O-Hz source. Its internal inductance Lsi == 0.2 mH. The converter has a series 
inductance Ls2 == 1.0 mHo The load is represented as shown in Fig. 6-28, with Ld == 5 mil, 
rd == 0, and Ed == 600 V and the delay angle a == 20°. Using PSpice simulation, obtain 
vs' is. and Vd waveforms and calculate lsi' Is, DPF, PF, and %THD. 

Solution The PSpice circuit and the input data file are included in the Appendix at 
the end of this chapter. The waveforms are shown in Fig. 6-29. The calculated results are 
as follows: lsi == 22.0 A, Is == 22.94 A, DPF == 0.928, PF == 0.89, and THD == 29.24%. 

O--~~--------~--------------~~--------r-------------~~--------~wt 

Figure 6-29 Wavefonns in the converter of Fig. 6-28. • 
6-4-3-1 Discontinuous-Current Conduction 

As in a single-phase converter, the dc-side current id becomes discontinuous in the circuit 
of Fig. 6-28 below a certain average value for a given a. The waveforms are shown in 
Fig. 6-30. A larger value of Ed will result in a smaller Id. In order to regulate Vd, a will 
have to be increased at lower values of Id • 

6-4-4 INVERTER MODE OF OPERATION 

Once again, to understand the inverter mode of operation, we will assume that the dc side 
of the converter can be represented by a current source of a constant amplitude Id' as 
shown in Fig. 6-31. For a delay angle a greater than 90° but less than 180°, the voltage 
and current waveforms are shown in Fig. 6-32a. The average value of Vd is negative 
according to Eq. 6-55. On the ac side, the negative power implies that the phase angle <t-. 
between Vs and isl is greater than 90°, as shown in Fig. 6-32h. 
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Figure 6-30 Wavefonns in a discontinuous-current-conduction mode. 
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Figure 6-31 Inverter with a 
constant dc current. 
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Figure 6-32 Wavefonns in the inverter of Fig. 6-31. 

In a practical circuit shown in Fig. 6-33a, the operating point for a given Ed and a 
can be obtained from the characteristics shown in Fig. 6-33b. 

Similar to the discussion in connection with single-phase converters, the extinction 
angle'Y (== 1800 

- a - u) must be greater than the thyristor turn-off interval wtq in the 
waveforms of Fig. 6-34, where Vs is the voltage across thyristor 5. 
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6-4-4-1 Inverter Start-up 

Inverter 
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+ 

Figure 6-33 (a) Thyristor inverter 
with a dc voltage source. 
(b) lid versus Id . 

As discussed in Section 6-3-4- 1 for start up of a single-phase inverter, the delay angle a 
in the three-phase inverter of Fig. 6-33a is initially made sUfficiently large (e.g., 165°) so 
that id is discontinuous. Then, a is decreased by the controller such that the desired Id and 
P d are obtained. 

6-4-5 ac VOLTAGE WAVEFORM (LINE NOTCHING AND DISTORTION) 

Figure 6-35a shows a practical arrangement with Ls = Lsi + Ls2 , where Lsi is the 
per-phase internal inductance of the ac source and Ls2 is the inductance associated with the 
converter. The junction of Lsi and L2 is also the point of common coupling where other 
loads may be connected, as shown in Fig. 6-35a. A thyristor converter results in line 
noise. Two main reasons for line noise are line notching and waveform distortion, which 
are considered in the following sections. 

6-4-5-1 Line Notching 

In the converter of Fig. 6-35a, there are six communications per line-frequency cycle. The 
converter voltage waveforms are shown in Fig. 6-35b. During each commutation, two out 
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Figure 6-34 Voltage across a 
thyristor in the invener mode. 

of three phase voltages are shorted together by the converter thyristors through Ls in each 
phase. Consider a line-to-line voltage, for example, V AB, at the converter internal tenni­
nals, as shown in Fig. 6-35c. It is short-circuited twice per cycle, resulting in deep 
notches. There are four other notches where either phase A or phase B (but not both) is 
involved in commutation. Ringing due to stray capacitances Cs and snubbers in Fig. 6-35a 
have been omitted for clarity. 

The area for each of the deep notches in Fig. 6-35c, where both phases A and Bare 
shorted, would be twice that of Au in Fig. 6-25b. Therefore, from Eq. 6-54 

Deep notch area An = 2wLsld [volt radians] (6-65) 

The notch width u can be calculated from Eq. 6-62. Assuming that u is small, as an 
approximation, we may write 

Deep notch area depth = yl2VLL sin a (a = delay angle) (6-66) 

Therefore, from Eqs. 6-65 and 6-66, considering one of the deep notches yields 

notch area 2wLsld 
Notch width u = = 4 r,; 

notch depth v 2VLL sin a 
rad (6-67) 

Otherwise, Eq. 6-62 can be used to calculate u. 
The shallow notches in Fig. 6-35c have the same width u as is calculated for the deep 

notches in Eq. 6-67. However, the depth and the area for each of the shallow notches is 
one-half compared with those of the deep notches. 
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/I 

id = continuous 

c 

J Snubber I 

(lIeqUiP)U. 

(a) 

(e) O---....... ---'---,r-'hr""']~--+ ........ ---L-----"'t 

Figure 6-35 Line notching in other equipment voltage: (a) circuit, (b) phase voltages, 
(c) line-to-line voltage VAB• 

In practice, the line notching at the point of common coupling is of concern. The 
notches in the line-to-line voltage vab have the same width u, as shown in Fig. 6-34c and 
given by Eq. 6-67. However, the notch depths and the notch areas are a factor p times the 
corresponding depth and areas, respectively, in Fig. 6-35c, where 

Lsi p = --'--
Lsi + Ls2 

(6-68) 

Therefore, for a given ac system (i.e., given Lsi), a higher value of Ls2 will result in 
smaller notches at the point of common coupling. The Genoan VDE standards recom­
mend that wLs2 must be a minimum of 5%, that is, in Fig. 6-350 

VLL 
wLs2Iai ~ 0.05 V3 (6-69) 

In Table 6-2, guidelines suggested by IEEE standard 519-1981 for the line noise at 
the point of common coupling are given. This standard also suggests that the converter 
equipment should be capable of perfonoing satisfactorily on supply systems containing 
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Table 6-2 Line Notching and Distortion Limits for 460-V Systems 

Class 

Special applications 
General system 
Dedicated system 

Line Notch Depth 
p(%) 

IO 
20 
50 

Line Notch Area 
(V-ILs) 

16,400 
22,800 
36,500 

Voltage Total 
Harmonic Distortion 

(%) 

3 
5 

IO 

line notches of 250 ILS width (5.4 electrical degrees) and a notch depth of 70% of the rated 
maximum line voltage. 

Due to the stray capacitances (or ·if any filter capacitor is used at the input) and 
snubbers across thyristors, there would be ringing at the end of each commutation inter­
val. These transient voltages can overload the transient suppressors within the equipment. 

6-4-5-2 Voltage Distortion 

The voltage distortion at the point of common coupling can be calculated by means of 
phase quantities by knowing the harmonic components Ih of the converter input current 
and the ac source inductance (Lsi): 

[2:Uh X WLSI)2]112 
h'-l 

Voltage %THD == v: x 100 
phase( fundamental) 

(6-70) 

The recommended limits for this system are given in Table 6-2. 
It should be noted that the total harmonic distortion in the voltage at the point of 

common coupling can also be calculated by means of the notches in its line-to-line voltage 
waveform as follows: The total rms value of the harmonic components (other than the 
fundamental) can be approximately obtained by root-mean-squaring the six notches per 
cycle in the line-to-line voltage waveform; moreover the fundamental-frequency compo­
nent of the line-to-line voltage at the point of common coupling can be approximated as 
Vu (see Problem 6-21). 

6-5 OTHER THREE-PHASE CONVERTERS 

Only the three-phase, full-bridge, six-pulse converters have been analyzed in detail in the 
preceding sections. There are several other types of converters: 12-pulse and higher pulse 
number bridge converters, the 6-pulse bridge converter with a star-connected transformer, 
the 6-pulse bridge converter with an interphase transformer, half-controlled bridge rec­
tifiers, and so on. The choice of converter topology depends on the application. For 
example, 12-pulse bridge converters are used for high-voltage dc transmission, as dis­
cussed in Chapter 17. A detailed description of these converters is presented in refer­
ence 2. 

SUMMARY 

1. Line-frequency controlled rectifiers and inverters are used for controlled transfer of 
power between the line-frequency ac and the adjustable-magnitude dc. By controlling 
the delay angle of thyristors in these converters, a smooth transition can be made from 
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VLL (or V. for l·phase) 

Vcontrol a 

a controller 

Single-phase full-bridge: KI = 0.9. K2 = 2 
Three·phase full·bridge: Xl 1.35. X2 = 3 

Figure 6-36 Summary of thyristor converter output voltage with a de current Id' 

the rectification mode to the inversion mode or vice versa. The dc-side voltage can 
reverse polarity but the dc-side current remains unidirectional. 

2. Because of the increasing importance of diode rectifiers, discussed in Chapter 5, the 
phase-controlled converters are mostly used at high power levels, 

3. Phase-controlled converters inject large hannonics into the utility system. At small 
values of Vd (compared to its maximum possible value), these operate at a very poor 
power factor as well as a poor displacement power factor. Additionally, these con­
verters produce notches in the line-voltage waveform. 

4. The relationship between the control input and the average converter output in the 
steady state can be summarized as shown in Fig. 6-36. In a dynamic sense, the output 
of the converter does not respond instantaneously to the change in the control input. 
This delay, which is a fraction of the line-frequency cycle, is larger in a single-phase 
converter than in a three-phase converter. 

PROBLEMS 

BASIC CONCEPTS 
6-1 In the circuit of Fig, P6-1, vs1 and V.r2 have an rms value of 120 V at 60 Hz, and the two are 1 goo 

out of phase. Assume L, = 5 mH and Id = 10 A is a de current. For the following two values of 
the delay angle a, obtain v,I' i,I' and Vd waveforms. Calculate the average'value Vd and the 
commutation interval u at (a) 45° and (b) 135°. 

L" 

+ 

Figure P6-t 
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6-2 In the circuit of Fig. P6-2, the balanced three-phase voltages va' Vb, and Vc have an nns value of 120 
V at 60 Hz. Assume Ls = 5 mH and Id = 10 A is a de current. For the following two values of the 
delay angle a, obtain Va' io' and Vd wavefonns. Calculate the average value Vd and the commutation 
interval u at (a) 45° and (b) 135°. 

ia L. Tl --
T2 

+ 

T3 
Vd , Id 

Figure P6-2 

6-3 In the single-phase converter of Fig. 6-5, the input voltage has a square wavefonn with amplitude 
of 200 V at a frequency of 60 Hz. Assumeld = 10 A. Obtain an analytical expression for Vdin tenns 
of Vs ' Id' and a. Obtain the Vd wavefonn and its average value Vd for a equal to 45° and 135°. 

6-4 In the single-phase converter of Fig. 6-9, the input voltage has a square wavefonn with amplitude 
of 200 V at a frequency of 60 Hz. Assume Ls = 3 mH and Id = 10 A. 

(a) Obtain analytical expressions for u and Vd in tenns of Vs ' Ls ' 00, Id' and a. Why is u 
independent of a, unlike in Eq. 6-24. 

(b) Obtain the is and Vd wavefonns and calculate the commutation interval u and Vd for the 
following values of the delay angle a: 45° and 135°. 

SINGLE-PHASE CONVERTERS 
6-5 Consider the single-phase, half-controlled converter shown in Fig. P6-5, where Vs is sinusoidal. 

(a) Draw vs' is. and Vd waveforms and identify the devices conducting for various intervals for the 
following values of a: 45°, 90°, and 135°. 

(b) Calculate DPF, PF, and %THD for Vd = ~VdO' where Vdo is the dc output at a = O. 

(c) Repeat part (b) for a full-bridge converter. 

(d) Compare results in parts (b) and (c). 

+ 

Figure P6-5 

6-6 In tenns of Vs and Id in the single-phase converter of Fig. 6-5a, compute the peak inverse voltage 
and the average and the nns values of the current through each thyristor. 

6-7 The single-phase converter of Fig. 6-9 is supplying a dc load of 1 kW. A 1.5-kVA-isolation 
transfonner with a source-side voltage rating of 120 V at 60 Hz is used. It has a total leakage 
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reactance of 8% based on its ratings. The ac source voltage of nominally 115 V is in the range of 
-10% and +5%. Assume Ld is large enough to allow the assumption of id = ld. 

Calculate the minimum transformer turns ratio if the dc load voltage is to be regulated at a 
constant value of 100 V. What is the value of a when V, = 1I5 V + 5%. 

6-8 Equation 6-26 can be expressed in terms of the equivalent circuit shown in Fig. P6-8, where Rw is 
a "lossless" resistor to represent the voltage drop due to ld. Express this equivalent circuit in terms 
of the extinction angle 'Y rather than the delay angle a to represent the inverter mode of operation. 

"R .. :£. (J)L 
U II" • 

~+ 
~ ld-L 

V do cos a T T _ Vd 

Figure P6-8 

6-9 In the single-phase inverter of Fig. 6-160, V, = 120 V at 60 Hz, L, = 1.2 mH, Ld = 20 mH, Ell 
= 88 V, and the delay angle a = 135°. Using PSpice, obtain v,, i" Vd• and id waveforms in steadJ 
state. 'J 

6-10 In the inverter of Problem 6-9, vary the delay angle a from a value of 165° down to 120° and plot 
ld versus a. Obtain the delay angle ab below which id becomes continuous. How does the slope of 
the characteristic in this range depend on L,? 

THREE·PHASE CONVERTERS 
6-11 In the three-phase converter of Fig. 6-24, derive the expression for the displacement power factor 

given by Eq. 6-64. 

6-12 In the three-phase converter of Fig. 6-24, Vu. = 460 Vat 60 Hz and L. = 25 JLH. Calculate the 
commutation angle u if V d = 525 V and P d = 500 kW. 

6-13 In terms of V u. and ld in the three-phase converter of Fig. 6-19a, compute the peak inverse voltage 
and the average and the rms values of the current through each thyristor. 

6-14 In the three-phase converter of Fig. 6-28, derive the expression for the minimum dc current ldB thal 
results in a continuous-current conduction for given Vu., /I), Ld , and a = 30°. Assume that L. and 
rd are negligible and Ed is a dc voltage. 

6-15 Consider the three-phase, half-controlled converter shown in Fig. P6-15. Calculate the value of the 
delay angle a for which Vd = Vdo. Draw Vd waveform and identify the devices that conduct during 
various intervals. Obtain the DPF, PF, and %THD in the input line current and compare results with 
a full-bridge converter operating at Vd = 0.5 Vdo' Assume L. = O. 

+ 

Tl T2 T3 

a 

" b Dr IJd + ld 

c 

Dl D2 D3 

Figure P6-15 
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6-16 Repeat Problem 6-15 by assuming that diode Df is not present in the converter of Fig. P6-15. 
6-17 The three-phase converter of Fig. 6-24 is supplying a dc load of 12 kW. A Y - Y connected isolation 

transformer has a per-phase rating of 5 kVA and an ac source-side voltage rating of 120 Vat 60 Hz. 
lt has a total per-phase leakage reactance of 8% based on its ratings. The ac source voltage of 
nominally 208 V (line to line) is in the range of -10% and +5%. Assume Ld is large enough to 
allow the assumption of id = Id • 

Calculate the minimum transformer turns ratio if the dc load voltage is to be regulated at a 
constant value of 300 V. What is the value of Q when Vu. = 208 V +5%. 

6-18 In the three-phase inverter of Fig. 6-33a, V u. = 460 V at 60 Hz, E = 550 V, and Ls = 0.5 mHo 
Assume Ld is very large, to yield i/....t) = Id • Calculate Q and 'Y if the power flow is 55 kW. 

6-19 In typical applications, Ls is finite. Moreover, id is not a pure dc current. Table 6-1 lists typical and 
idealized values of ac-side current harmonics in a six-pulse, full-bridge controlled converter as 
functions of its fundamental current component. 

Calculate the ratio 11// and the THD in the current for typical as well as idealized harmonics. 

6-20 In the three-phase converter of Fig. 6-19, assume that the input ac voltages and the dc current Id 
remain constant. Plot the locus of the reactive volt-amperes due to the fundamental-frequency 
component of the line current versus the real power for various values of the delay angle Q. 

6-21 In the circuit of Fig. 6-35a, LSI corresponds to the leakage inductance of a 6O-Hz transformer with 
the following ratings: three-phase kVA rating of 500 kVA, line-to-line voltage of 480 V, and an 
impedance of 6%. Assume Ls2 is due to a 200-ft-Iong cable, with a per-phase inductance of 0.1 
l1H!ft. The ac input voltage is 460 V line to line and the dc side of the rectifier is delivering 25 kW 
at a voltage of 525 V. 

Calculate the notch width in microseconds and the line notch depth p in percentage at the point 
of common coupling. Also, calculate the area for a deep line notch at the point of conunon coupling 
in volt-microseconds and compare the answers with the recommended limits in Table 6-2. 

6-22 Repeat Problem 6-21 if a 480-V I : I transformer is also used at the input to the rectifier, which 
has a leakage impedance of 3%. The three-phase rating of the transformer equals 40 kVA. 

6-23 Calculate the THD in the voltage at the point of common coupling in Problems 6-21 and 6-22. 

6-24 Using the typical harmonics in the input current given in Table 6-1, obtain the THD in the voltage 
at the point of common coupling in Problem 6-21. 

6-25 With the parameters for the converter in Example 6-3, use the PSpice listing of the Appendix at the 
end of this chapter to evaluate the voltage distortion at the point of common coupling. 
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APPENDIX 

(PSpice examples are adapted from "Power Electronics: Computer Simulation, Analysis and Ed­
ucation Using Evaluation Version of PSpice," Minnesota Power Electronics, P.O. Box 14503, 
Minneapolis, MN 55414.) 

PSPICE INPUT CIRCUIT FILE FOR EXAMPLE 6-2 

* Single-Phase, Thyristor-Bridge Rectifier 
.PARAK PERIOD = {L/bO}, ALFA= ~5.0, PULSE_WIDTH=0.5ms 
.PARAK HALF_PERIOD = {L/L20} 
* LSL L 2 O.LmH IC LOA 
LS2 2 3 L.3I1H IC = LOA 
LD ~ 5 ctmH 
VD 5 b L~5V 

* XTHYL 3 ~ SCR PARAKS: TDLY=O ICGATE=2V 
XTHY3 0 ~ SCR PARAKS: TDLY={HALF_PERIOD} ICGATE=OV 
XTHY2 b 0 SCR PARAKS: TDLY=O ICGATE=2V 
XTHY~ b 3 SCR PARAKS: TDLY={HALF_PERIOD} ICGATE=OV 

* VS L 0 SIN(O 3~OV bO 0 0 {ALFA}) 
* .TRAN 50us LOOms 0 50us UIC 
.PROBE 
.FOUR bO.O veL) i(lsL) i(ld) 

.SUBCKT SCR LOL L03 PARAKS: TDLY=Lms ICGATE=OV 
* Power Electronics: Simulation, Analysis Education ..... by N. Kohan. 
SW LOL L02 53 0 SWITCH 
VSENSE L02 L03 OV 
RSNUB LOL LO~ 200 
CSNUB LO~ L03 LuF 
* VGATE 
RGATE 
EGATE 
RSER 
CSER 

5L 0 PULSE(O LV {TDLY} 0 0 {PULSE_WIDTH} {PERIOD}) 
5L 0 LKEG 
52 0 TABLE {I(VSENSE)+V(5L)} = (0.0,0.0) (O.L,L.O) (L.O,L.~ 
52 53 L 
53 0 LuF IC={ICGATE} 

* .KODEL SWITCH VSWITCH ( RON=O.OL 
.ENDS 

.END 

5 

Figure 6A-l Spice Input 
Circuit for Example 6-2. 

I 
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-- 5 

6 

Figure 6A-2 PSpice Input Circuit for Example 6-3. 

PSPICE INPUT CIRCUIT FILE FOR EXAMPLE 6-3 

Eu.ple b-3 
• Three-Phase, Thyristor-Bridge Rectifier 
.PIRAM PERIOD~ {l/bO}, DEG120= {1/(3*bO)} 
.PIRAM ALPA= 20.0, PULSE_WIDTH=O.Sms 
• 
LSlA 11 ],2 0.2mH IC=J;SA 
LS2A ],2 :L3 1.01llH IC=J;SA 
LS1B 2], 22 0.2mB IC=-J;SA 
LS2B 22 23 ],.OmB IC=-.c;SA 
LSJ.C 3]' 32 0.2mH 
LS2C 32 33 ],.OmB 
• 
LD .c; 5 SIIlB IC=J;SA 
'D 5 6 600.0V 
• 
ITRYl ],3 .c; SCR PARAMS: TDLY=D ICGATE=2V 
ITOY3 23 .c; SCR PARAI'IS: TDLY={DEG],2D} ICGATE=OV 
ITOYS 33 .c; SCR PARAI'IS: TDLY={2*DEG],20} ICGATE=OV 
ITRY2 b 33 SCR PARAMS: TDLY={DEG],20/2} ICGUE=OV 
ITOY.c; b ],3 SCR PARAI'IS: TDLY={3*DEG],20/2} ICGATE=DV 
ITOYb 6 23 SCR PARAI'IS: TDLY={S*DEG],20/2} ICGATE=2V 
• 
'5A 11 0 SIN(O 3Q],.QV 60 o 0 PO+ALFA} ) 
'5B 2], 0 SINCe 3'l]'.'lV 60 o 0 {-'lO+ALFA}) 
'sc 3]' 0 SIN(O 3'l],.'lV bO o 0 {-2]'O+ALFA}) ,. 
.TIAN SOus SOms Os SOus UIC 
.PROBE 
.FOUR bO.O V(U) i(LSlA) i(LD) 
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_SUBCKT 
* Power 
SW 
VSENSE 
RSNUB 
CSNUB 

* VGATE 
RGATE 
EGATE 
RSER 
CSER 
* 

SCR LOL L03 PARAMS: TDLY=Lms ICGATE=OV 
Electronics: Simulation, Analysis Education ___ .. by 
LOL L02 53 0 SWITCH 
L02 L03 OV 
LOL LOL; 200 
LOL; L03 LuF 

5L 0 PULSE(O LV {TDLY} 0 0 {PULSE_WIDTH} {PERIOD}) 
5L 0 LMEG 

N. Mohan. 

52 0 TABLE {I(VSENSE)+V(5L)} = (0.0,0.0) (O.L,L.O) (L.O,L.O) 
52 53 L 
53 0 LuF IC={ICGATE} 

.MODEL SWITCH VSWITCH ( RON=O.OL 

.ENDS 

.END 



CHAPTER 7 

de-de SWITCH-MODE 
CONVERTERS 

7-1 INTRODUCTION 

The dc-dc converters are widely used in regulated switch-mode dc power supplies and in 
dc motor drive applications. As shown in Fig. 7-1, often the input to these converters is 
an unregulated dc voltage, which is obtained by rectifying the line voltage, and therefore 
it will fluctuate due to changes in the line-voltage magnitude. Switch-mode dc-to-dc 
converters are used to convert the unregulated dc input into a controlled dc output at a 
desired voltage level. 

Looking ahead to the application of these converters, we find that these converters are 
very often used with an electrical isolation transformer in the switch-mode dc power 
supplies and almost always without an isolation transformer in case of dc motor drives. 
Therefore, to discuss these circuits in a generic manner, only the nonisolated converters 
are considered in this chapter, since the electrical isolation is an added modification. 

The following dc- dc converters are discussed in this chapter: 

1. Step-down (buck) converter 

2. Step-up (boost) converter 

3. Step-downlstep-up (buck-boost) converter 

4. Cuk converter 

5. Full-bridge converter 

Of these five converters, only the step-down and the step-up are the basic converter 
topologies. Both the buck-boost and the Cuk converters are combinations of the two 
basic topologies. The full-bridge converter is derived from the step-down converter. 

r:-----, 
I Battery 1------, 
L ____ J I 

AC I ,----
line voltage Uncontrolled DC L_ 

Filt.r DC QC-[;)C [;)C 
Diode CipacitQf Converter (regulated) 

Lase;! 
(I-phase or Rectifier (unreeuJ.ted) (wnreswlated) 

3-phase) 

t 
L-..-

I 

Vcontrol 

Figure 7-1 A dc-de converter system. 
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The converters listed are discussed in detail in this chapter. Their variations, as they 
apply to specific applications, are described in the chapters dealing with switch-mode dc 
power supplies and dc motor drives. 

In this chapter, the converters are analyzed in steady state. The switches are treated 
as being ideal, and the losses in the inductive and the capacitive elements are neglected. 
Such losses can limit the operational capacity of some of these converters and are dis­
cussed separately. 

The dc input voltage to the converters is assumed to have zero internal impedance. 
It could be a battery source; however, in most cases, the input is a diode rectified ac line 
voltage (as is discussed in Chapter 5) with a large filter capacitance, as shown in Fig. 7-1 
to provide a low internal impedance and a low-ripple dc voltage source. 

In the output stage of the converter, a small filter is treated as an integral part of the 
dc-to-dc converter. The output is assumed to supply a load that can be represented by an 
equivalent resistance, as is usually the case in switch-mode dc power supplies. A dc motor 
load (the other application of these converters) can be represented by a dc voltage in series 
with the motor winding resistance and inductance. 

7-2 CONTROL OF de-de CONVERTERS 

In dc-dc converters, the average dc output voltage must be controlled to equal a desired 
level, though the input voltage and the output load may fluctuate. Switch-mode dc-de 
converters utilize one or more switches to transform dc from one level to another. In a 
dc-dc converter with a given input voltage, the average output voltage is controlled by 
controlling the switch on and off durations (Ion and loff)' To illustrate the switch-mode 
conversion concept, consider a basic dc-dc converter shown in Fig. 7-2a. The average 
value Vo of the output voltage Vo in Fig. 7-2b depends on Ion and loff' One of the methods 
for controlling the output voltage employs switching at a constant frequency (hence, a 
constant switching time period Ts = Ion + loff) and adjusting the on duration of the switch 
to control the average output voltage. In this method, called pulse-widlh modulation 
(PWM) switching, the switch duty ratio D, which is defined as th~ ratio of the on duration 
to the switching time period, is varied. 

The other control method is more general, where both the switching frequency (and 
hence the time period) and the on duration of the switch are varied. This method is used 
only in dc-dc converters utilizing force-commutated thyristors and therefore will not be 
discussed in this book. Variation in the switching frequency makes it difficult to filter the 
ripple components in the input and the output waveforms of the converter. 

Va 

+ 

.tu-+u-+----f-ur~ , 
R 

11-4 --ton ·1· ton--j 

It--· ---T. .j 

(a) (bl 

Figure 7-2 Switch-mode dc-dc conversion. 
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Figure 7-3 Pulse-width modulator: (a) block diagram; (b) comparator signals. 

In the PWM switching at a constant switching frequency, the switch control signal, 
which controls the state (on or off) of the switch, is generated by comparing a signal-level 
control voltage VconlTOl with a repetitive waveform as shown in Figs. 7-3a and 7-3b. The 
control voltage signal generally is obtained by amplifying the error, or the difference 
between the actual output voltage and its desired value. The frequency of the repetitive 
waveform with a constant peak, which is shown to be a sawtooth, establishes the switch­
ing frequency. This frequency is kept constant in a PWM control and is chosen to be in 
a few kilohertz to a few hundred kilohertz range. When the amplified error signal, which 
varies very slowly with time relative to the switching frequency, is greater than the 
sawtooth waveform, the switch control signal becomes high, causing the switch to turn 
on. Otherwise, the switch is off. In terms of VconlTOl and the peak of the sawtooth wave­
form V51 in Fig. 7-3, the switch duty ratio can be expressed as 

ton VCOnlT01 
D=-=--

Ts VA 
51 

(7-1) 

The dc-dc CODverters can have two distinct modes of operation: (1) continuous 
current conduction and (2) discontinuous current conduction. In practice, a converter may 
operate in both modes, which have significantly different characteristics. Therefore, a 
converter and its control should be designed based on both J'!lodes of operation. 
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7-3 STEP-DOWN (BUCK) CONVERTER 

As the name implies, a step-down converter produces a lower average output voltage than 
the dc input voltage V d' Its main application is in regulated dc power supplies and dc 
motor speed control. 

Conceptually, the basic circuit of Fig. 7-2tJ constitutes a step-down converter for a 
purely resistive load. Assuming an ideal switch, a constant instantaneous input voltage 
V d, and a purely resistive load, the instantaneous output voltage waveform is shown in 
Fig. 7-2b as a function of the switch position. The average output voltage can be calcu­
lated in terms of the switch duty ratio: 

1 iT, 1 (it.. fT,) t Vo = T vo(t) dt = T Vd dt + 0 dt =; Vd = DVd 
.. 0 SOt.. S 

Substituting for D in Eq. 7-2 from Eq. 7-1 yields 

Vd 
Vo = -;;- V control = kvcontrol 

VS1 

where 

Vd 
k = -;;- constant 

Vst 

(7-2) 

By varying the duty ratio tonfTs of the switch, Vo can be controlled. Another important 
observation is that the average output voltage Vo varies linearly with the control voltage, 
as is the case in linear amplifiers. In actual applications, the foregoing circuit has two 
drawbacks: (1) In practice the load would be inductive. Even with a resistive load, there 
would always be certain associated stray inductance. This means that the switch would 
have to absorb (or dissipate) the inductive energy and therefore it may be destroyed. (2) 
The output voltage fluctuates between zero and Vd • which is not acceptable in most 
applications. The problem of stored inductive energy is overcome by using a diode as 
shown in Fig. 7-4a. The output voltage fluctuations are very much diminished by using 
a low-pass filter, consisting of an inductor and a capacitor. Figure 7-4b shows the wave­
form of the input voi to the low-pass filter (same as the output voltage in Fig. 7-2b without 
a low-pass filter), which consists of a dc component Vo. and the harmonics at the switch­
ing frequency Is and its multiples. as shown in Fig. 7-4b. The low-pass filter character­
istic with the damping provided by the load resistor R is shown in Fig. 7-4c. The 
comer frequency Ie of this low-pass filter is selected to be much lower than the switch­
ing frequency, thus essentially eliminating the switching frequency ripple in the output 
voltage. 

During the interval when the switch is on, the diode in Fig. 7-4a becomes reverse 
biased and the input provides energy to the load as well as to the inductor. During the 
interval when the switch is off, the inductor current flows through the diode, transferring 
some of its stored energy to the load. 

In the steady-state analysis presented here, the filter capacitor at the output is assumed 
to be very large, as is normally the case in applications requiring a nearly constant 
instantaneous output voltage vo(t) = Yo' The ripple in the capacitor voltage (output 
voltage) is calculated later. 

From Fig. 7-4a we observe that in a step-down converter, the average inductor 
current is equal to the average output current 10 , since the average capacitor current in 
steady state is zero (as discussed in Chapter 3, Section 3-2-5-1). 
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Figure 7-4 Step-down dc-dc converter. 

7-3-1 CONTINUOUS-CONDUCI10N MODE 

Figure 7-5 shows the wavefonns for the continuous-conduction mode of operation where 
the inductor current flows continuously [iL(t) > 0). When the switch is on for a time 
duration ton' the switch conducts the inductor current and the diode becomes reverse 
biased. This results in a positive voltage VL = Vd - Vo across the inductor in Fig. 7-5a. 
This voltage causes a linear increase in the inductor current iL• When the switch is turned 
off, because of the inductive energy storage, iL continues to flow. This current now flows 
through the diode, and VL = - Vo in Fig. 7-5b. 
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fa) fb) 

Figure 7-5 Step-down converter circuit states (assuming iL flows continuously): (a) 
switch on; (b) switch off. 

Since in steady-state operation the wavefonn must repeat from one time period to the 
next, the integral of the inductor voltage VL over one time period must be zero, as 
discussed in Chapter 3 (Eq. 3-51), where Ts = ton + toff: 

{T, {'" fT, J( VL dt = J( VL dt + VL dt = 0 
o 0 ' .. 

In Fig. 7-5, the foregoing equation implies that the areas A and B must be equal. 
Therefore, 

or 

Vo ton - = - = D (duty ratio) 
Vd Ts 

(7-3) 

Therefore, in this mode, the voltage output varies linearly with the duty ratio of the switch 
for a given input voltage. It does not depend on any other circuit parameter. The foregoing 
equation can also be derived by simply averaging the voltage Voi in Fig. 7-4b and rec­
ognizing that the average voltage across the inductor in steady-state operation is zero: 
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or 

Vo ton -=-=D 
Vd Ts 

Neglecting power losses associated with all the circuit elements, the input power P d 

equals the output power Po: 

Therefore, 

and 

10 Vd 1 
-=-=-
Id Vo D 

(7-4) 

Therefore, in the continuous-conduction mode, the step-down converter is equivalent to 
a dc transformer where the turns ratio of this equivalent transformer can be continuously 
controlled electronically in a range of 0-1 by controlling the duty ratio of the switch. 

We observe that even though the average input current Id follows the transformer 
relationship, the instantaneous input current waveform jumps from a peak value to zero 
every time the switch is turned off. An appropriate filter at the input may be required to 
eliminate the undesirable effects of the current harmonics. 

7-3-2 BOUNDARY BETWEEN CONTINUOUS AND DISCONTINUOUS 
CONDUCTION 

In this section, we will develop equations that show the influence of various circuit 
parameters on the conduction mode of the inductor current (continuous or discontinuous). 
At the edge of the continuous-current-conduction mode, Fig. 7-00 shows the waveforms 
for vL and iv Being at the boundary between the continuous and the discontinuous mode, 
by definition, the inductor current iL goes to zero at the end of the off period. 

At this boundary, the average inductor current, where the subscript B refers to the 
boundary, is 

IJL (Vel-v.,) lLB = loB Vel = Constant 

h,peI:::.._~~ 

"--__ ... (- v.,) 

....... --ton .~ tQII....., 
L---------~------~~_D 

~ ..... ---T.----t~ 

(a) (b) 

Ftgure 7-6 Current at the boundary of continuous-discontinuous conduction: (a) current 
waveform; (b) ILB versus D keeping Vd constant. 
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Therefore, during an operating condition (with a given set of values for T., Vd, Vo' 
L, and D), if the average output current (and, hence, the average inductor current) 
becomes less than lLB given by Eq. 7-5, then iL will become discontinuous. 

7 -3-3 DISCONTINUOUS-CONDUCTION MODE 

Depending on the application of these converters, either the input voltage V d or the output 
voltage Vo remains constant during the converter operation. Both of these types of oper­
.... ",Q"" "" ... ~,="' ... ~ ~\.<:>~ -

7-3-3-1 Discontinuous-Conduction Mode with Constant Vd 

In an application such as a dc motor speed control, Vd remains essentially constant and Vo 
is controlled by adjusting the converter duty ratio D. 

Since Vo == DVd, the average inductor current at the edge of the continuous-conduc­
tion mode from Eq. 7-5 is 

T.Vd 
ILB = -D(1 - D) 

2L 
(7-6) 

Using this equation, we find that Fig. 7-6b shows the plot of ILB as a function of the duty 
ratio D, keeping V d and all other parameters constant. It shows that the output current 
required for a continuous-conduction mode is maximum at D = 0.5: 

From Eqs. 7-6 and 7-7 

T.Vd 
lLB,mJlll = 8L 

ILB = 4ILB.maxD(1 - D) 

(7-1) 

(7-8) 

Next the voltage ratio V)Vd will be calculated in the discontinuous mode. Let us assume 
that initially the converter is operating at the edge of continuous conduction, as in Fig. 
7-6a, for given values of T, L, Vd , and D. If these parameters are kept constant and the 
output load power is decreased (i.e., the load resistance goes up), then the average 
inductor current will decrease. As is shown in Fig. 7-7, this dictates a higher value of V" 
than before and results in a discontinuous inductor current. 

O~-----------L----~--~--~--~----~~. 

""'I .. -----DT.--------· ... I·t--- 61T. ..\. .1 
62T • 

""'I~~-----------~------------~ .. I 
Figure 7-7 Discontinuous conduction in step-down converter. 
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During the interval 1l2T3 where the inductor current is zero, the power to the load 
resistance is supplied by the filter capacitor alone. The inductor voltage VL during this 
interval is zero. Again, equating the integral of the inductor voltage over one time period 
to zero yields 

(Vd - Yo) DT3 + (-Vo)IlIT3 = 0 

Vo D 
:. Vd = D + III 

where D + III < 1.0. From Fig. 7-7, 

Therefore, 

. D + III 
10 = IL,pcak 2 

VOT3 = --:ft<D + Ill) III (using Eq. 7-11) 

VdT3 A = 2L DUoI (using Eq. 7-10) 

= 4ft.B,mJU.DIlI (using Eq. 7-7) 

10 
:. III = 41 D 

LB,mJU. 

From Eqs. 7-10 and 7-16 

Vo D2 -=------
Vd D2 + ~ (IoIILB,mJU.) 

(7-9) 

(7-10) 

(7-11) 

(7-12) 

(7-13) 

(7-14) 

(7-15) 

(7-16) 

(7-17) 

Figure 7 -8 shows the step-down converter characteristic in both modes of operation 
for a constant Yd' The voltage ratio (VolVd) is plotted as a function of 101lLB,max for various 
values of duty ratio using Eqs. 7 -3 and 7-17. The boundary between the continuous and 
the discontinuous mode, shown by the dashed curve, is established by Eq. 7-3 and 7-8. 

7-3-3-2 Discontinuous-Conduction Mode with Constant Vo 

In applications such as regulated dc power supplies, Vd may fluctuate but Vo is kept 
constant by adjusting the duty ratio D. 

Since Vd = VoID, the average inductor current at the edge of the continuous-con­
duction mode from Eq. 7-5 is 

(7-18) 

Equation 7 -18 shows that if V 0 is kept constant, the maximum value of 1 LB occurs at 
D = 0: 

(7-19) 
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I V d = Constant I 
D = 1.0 

0.9 

0.7 

0.5 

0.3 

0.1 

~~----~~-------1.~0--------1~.5~------~2~.0~---'(IU:°NX) 
T,Vd Ir..s, miX = 8L 

Figure 7-8 Step-down converter characteristics keeping Jld constant. 

It should be noted that the operation corresponding to D = 0 and a finite Vo is, of 
course, hypothetical because it would require Va to be infinite. 

From Eqs. 7-18 and 7-19 

lLB (1 - D)ILB,max (7-20) 

For the converter operation where Vo is kept constant, it will be useful to obtain the 
required duty ratio D as a function of lollLB,mJIX' Using Eqs. 7-10 and 7-13 (which are 
valid in the discontinuous-conduction mode whether Vo or Va is kept constant) along with 
Eq. 7-19 for the case where Vo is kept constant yields 

D = Vo (loIILB'max )112 (7-21) 
Vd 1 VolVd 

The duty ratio D as a function of lollLB.max is plotted in Fig. 7-9 for various values 
of VdIVo. keeping Vo constant. The boundary between the continuous and the discontin­
uous mode of operation is obtained by using Eq. 7-20. 

7-3-4 OUTPUT VOLTAGE RIPPLE 

In the previous analysis, the output capacitor is assumed to be so large as to yield v o(t) = 
Vo. However, the ripple in the output voltage with a practical value of capacitance can be 
calculated by considering the waveforms shown in Fig. 7-10 for a continuous-conductic-. 
mode of operation. Assuming that all of the ripple component in iL flows through the 
capacitor and its average component flows through the load resistor, the shaded area ill 
Fig. 7-10 represents an additional charge £1Q. Therefore, the peak-to-peak voltage ripple 
£1 Vo can be written as 

£1 V = £1Q = .!.! £1h Ts 
o C C2 2 2 

From Fig. 7-5 during 'off 

(7-21) 
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Figure 7-9 Step-down converter characteristics keeping Y" 
constant. 
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Figure 7-10 Output voltage ripple in a step-down converter. 
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Therefore, substituting alL from Eq. 7-22 into the previous equation gives 

Ts Vo avo := 8C T( I - D)Ts 

. avo := ~ ti(l - D) := 1f2(1 _ D) (f:.) 2 

.. Vo 8 LC 2 is 

where switching frequency is := IITs and 

(7-23) 

(7-24) 

(7-25) 

Equation 7-24 shows that the voltage ripple can be minimized by selecting a comer 
frequency Ie of the low-pass filter at the output such that Ie <: is. Also, the ripple is 
independent of the output load power, so long as the converter operates in the continuous­
conduction mode. A similar analysis can be performed for the discontinuous-conduction 
mode. 

We should note that in switch-mode dc power supplies, the percentage ripple in the 
output voltage is usually specified to be less than, for instance, 1%. Therefore, the 
analysis in the previous sections assuming vo(t) = Vo is valid. It should be noted that the 
output ripple in Eq. 7-24 is consistent with the discussion of the low-pass filter charac­
teristic in Fig. 7-4c. 

7-4 STEP-UP (BOOST) CONVERTER 

Figure 7-11 shows a step-up converter. Its main application is in regulated dc power 
supplies and the regenerative braking of dc motors. As the name implies, the output 
voltage is always greater than the input voltage. When the switch is on, the diode is 
reversed biased, thus isolating the output stage. The input supplies energy to the inductor_ 
When the switch is off, the output stage receives energy from the inductor as well as froID 
the input. In the steady-state analysis presented here, the output filter capacitor is assumed 
to be very large to ensure a constant output voltage vo(t) = Vo. 

7-4-1 CONTINUOUS-CONDUCTION MODE 

Figure 7-12 shows the steady-state waveforms for this mode of conducti()n where the 
inductor current flows continuously [iL(t) > 0]. 

Since in steady state the time integral of the inductor voltage over one time period 
must be zero, 

L 

+ + UL - c 

io -
+ 

Figure 7-11 Step-up dc-de converter. 
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I----_(V~ 

O~--------+-----~-------

fa} fb} 

Figure 7-12 Continuous-conduction mode: (a) switch on; (b) switch oii. 

Dividing both sides by Ts and rearranging tenns yield 

Vo Ts I 
-=-=----
Vd toff D 

Assuming a lossless circuit, P d = Po, 

and 

:. Vdld = Volo 

10 - = (1 - D) 
Id 

(7-26) 

(7-27) 

7 -4-2 BOUNDARY BETWEEN CONTINUOUS AND DISCONTINUOUS 
CONDUCTION 

Figure 7-13a shows the wavefonns at the edge of continuous conduction. By definition, 
in this mode iL goes to zero at the end of the off interval. The average value of the inductor 
current at this boundary is 

1 . 
h.B = 2'L.peak (Fig. 7-13a) 

1 Vd 
= 2£ ton 

TsVo 
r= U D(1 - D) (using Eq. 7-26) (7-28) 
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I Vo = Constant I 
__ ..,..~----ILB '" T.Vo .ma. 8L 

(b) 

Figure 7-13 Step-up dc-de converter at the boundary of continuous-discontinuous 
conduction. 

Recognizing that in a step-up converter the inductor current and the input current are 
the same (id = iLl and using Eq. 7-27 and 7-28, we find that the average output current 
at the edge of continuous conduction is 

TsVo 2 
loB =: 2L DO - D) (7-29) 

Most applications in which a step-up converter is used require that Vo be kept 
constant. Therefore, with Vo constant, loB are plotted in Fig. 7-130 as a function of duty 
ratio D. Keeping V 0 constant and varying the duty ratio imply that the input voltage is 
varying. 

Figure 7-130 shows that ILB reaches a maximum value at D = 0.5: 

TsVo 
ILB.rrutX = 8L 

Also, loB has its maximum at D = ~ = 0.333: 

and 

2 TsVo TsVo 
10B,rrutX = 27 L = 0.074 L 

In terms of their maximum values, ILB and loB can be expressed as 

ILB = 4D(l - D)/LB,rrutX 

27 2 
loB = "4 D(1 - D) 10B,rrutX 

(7-30) 

(7-31) 

(7-32) 

(7-33) 

Figure 7-130 shows that for a given D, with constant Yo, if the average load current 
drops below loB (and, hence, the average inductor current below ILB)' the current con­
duction will become discontinuous. 

7-4-3 DISCONTINUOUS-CONDUCTION MODE 

To understand the discontinuous-current-conduction mode, we would assume that as the 
output load power decreases, Vd and D remain constant (even though, in practice, D 
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Figure 7-14 Step-up converter waveforms: (a) at the boundary of continuous­
discontinuous conduction; (6) at discontinuous conduction. 

would vary in order to keep Vo constant). Figure 7-14 compares the waveforms at the 
boundary of continuous conduction and discontinuous conduction, assuming that Vd and 
D are constant. 

In Fig. 7-14b, the discontinuous current conduction occurs due to decreased Po (=P d) 
and, hence, a lower IL (=Id), since Vd is constant. Since iL,pealc is the same in both modes 
in Fig. 7-14, a lower value of IL (and, hence a discontinuous iLl is possible only if Vo goes 
up in Fig. 7-14b. 

If we equate the integral of the inductor voltage over one time period to zero, 

VdDTs + (Vd - Vo)alT~ = 0 
Vo a1 + D 

:. Vd = a
1 

(7-34) 

and 

10 a1 - = (since Pd = Po) 
Id a1 + D 

(7-35) 

From Fig. 7-14b, the average input current, which is also equal to the inductor cur-
rent, is 

Vd 
Id = U DTS<D + all (7-36) 

Using Eq. 7-35 in the foregoing equation yields 

(
TsVd) 10 = U Da1 (7-37) 

In practice, since Vo is held constant and D varies in response to the variation in Vd, 
it is more useful to obtain the required duty ratio D as a function of load current for various 
values of VolVd' By using Eqs. 7-34, 7-37, and 7-31, we determine that 

[
4 V (V ) 1 ]1/2 

D = 27 V: V: - 1 loB,~ (7-38) 

In Fig. 7-15, D is plotted as a function of 101l0B.mu. for various values of VdlVo' The 
boundary between continuous and discontinuous conduction is shown by the dashed 
curve. 
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Figure 7-15 Step-up converter characteristics keeping 1'0 constant. 

In the discontinuous mode, if Vo is not controlled during each switching time period, 
at least 

L .2 _ (VdDT.)2 
2' 'L.peak - 2L W-s 

are transferred from the input to the output capacitor and to the load. If the load is not able 
to absorb this energy, the capacitor voltage Vo would increase until an energy balance is 
established. If the load becomes very light, the increase in Vo may cause a capacitor 
breakdown or a dangerously high voltage to occur . 

• Example 7-1 In a step-up converter, the duty ratio is adjusted to regulate the 
output voltage Vo at 48 V. The input voltage varies in a wide range from 12 to 36 V. The 
maximum power output is 120 W. For stability reasons, it is required that the converter 
always operate in a discontinuous-current-conduction mode. The switching frequency is 
50 kHz. 

Assuming ideal components and C as very large, calculate the maximum value of L 
that can be used. 

Solution In this converter, Vo = 48 V, T. = 20 JIS, andlo•max = 120W/48 V = 2.5 
A. To find the maximum value of L that keeps the current conduction discontinuous, we 
will assume that at the extreme operating condition, the inductor current is at the edge of 
continuous conduction. 

For the given range of Vd (12-36 V), D is in a range of 0.75-0.25 (corresponding 
to the current conduction bordering on being continuous). For this range of D. from Fig_ 
7-13b, loB has the smallest value at D = 0.75. 
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Therefore, by substituting D = 0.75 in Eq. 7-29 for loB and equating it to lo,max of 
2.5 A, we can calculate 

_ 20 x 10-6 x 48 2 
L - 2 x 2.5 0.75(1 - 0.75) 

= 9 IJlI 

Therefore, if L = 9 /LH is used, the converter operation will be at the edge of 
continuous conduction with V d = 12 V and Po = 120 W. Otherwise, the conduction will 
be discontinuous. To further ensure a discontinuous-conduction mode, a smaller than 9 
/LH inductance may be used. • 

7-4-4 EFFECT OF PARASITIC ELEMENTS 

The parasitic elements in a step-up converter are due to the losses associated with the 
inductor, the capacitor, the switch, and the diode. Figure 7-16 qualitatively shows the 
effect of these parasitics on the voltage transfer ratio. Unlike the ideal characteristic, in 
practice, VolVd declines as the duty ratio approaches unity. Because of very poor switch 
utilization at high values of duty ratio (as discussed in Section 7-8), the curves in this 
range are shown as dashed. These parasitic elements have been ignored in the simplified 
analysis presented here; however, these can be incorporated into circuit simulation pro­
grams on computers for designing such converters. 

7 -4-5 OUTPUT VOLTAGE RIPPLE 

The peak-to-peak ripple in the output voltage can be calculated by considering the wave­
forms shown in Fig. 7-17 for a continuous mode of operation. Assuming that all the ripple 
current component of the diode current iD flows through the capacitor and its average 
value flows through the load resistor, the shaded area in Fig. 7-17 represents charge AQ. 
Therefore, the peak-peak voltage ripple is given by 

AQ loDT. 
AVo = C = -c (assuming a constant output current) 

VoDT. 
=--

R C 

L--ldeal ~ I l-U 

/ 
I ..... '" / \ (Due to 

/ ____ paraSitic 
\ elements) 

\ 
\ 
\ , , , 

OL-------------------~l~.O~--D 

(7-39) 

Figure 7-16 Effect of parasitic elements on 
voltage conversion ratio (step-up converter). 



178 CHAPfER 7 dc-de SWITCH-MODE CONVERTERS 
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Figure 7-17 Step-up converter output voltage ripple. 

avo DTs 
:·V= RC 

o 

Ts = D- (where T = RC time constant) 
T 

• t 

A similar analysis can be perfonned for the discontinuous mode of conduction. 

7 -5 BUCK - BOOST CONVERTER 

(7-40) 

The main application of a step-downlstep-up or buck-boost converter is in regulated de 
power supplies, where a negative-polarity output may be desired with respect to the 
common tenninal of the input voltage, and the output voltage can be either higher or lower 
than the input voltage. 

A buck - boost converter can be obtained by the cascade connection of the two basic 
converters: the step-down converter and the step-up converter. In steady state, the output­
to-input voltage conversion ratio is the product of the conversion ratios of the two con­
verters in cascade (assuming that switches in both converters have the same duty ratio): 

Vo 1 
Vd = D 1 _ D (from Eqs. 7-3 and 7-26) (7-41) 

This allows the output voltage to be higher or lower than the input voltage, based on 
the duty ratio D. 

The cascade connection of the step-down and the step-up converters can be 
combined into the single buck-boost converter shown in Fig. 7-18. When the switch 
is closed, the input provides energy to the inductor and the diode is reverse biased. 
When the switch is open, the energy stored in the inductor is transferred to the output. 
No energy is supplied by the input during this interval. In the steady-state analysis 
presented here, the output capacitor is assumed to be very large, which results in a 
constant output voltage vo(t) "'" Vo. 
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R 

+ --io Figure 7-18 Buck-boost converter. 

7 -5-1 CONTINUOUS-CONDUCTION MODE 

Figure 7 -19 shows the waveforms for the continuous-conduction mode where the inductor 
current flows continuously. 

Equating the integral of the inductor voltage over one time period to zero yields 

VdDTs + (-Vo)(l - D)Ts == 0 
Vo D 

:. Vd = 1 - D (7-42) 

I------__.Vd 

Or-----------~------+-------· 

+ 

Vd + Vd + 

~ liL ! 
-

f UL VO UL VO 

+ + -- --io io 

(a) (b) 

Figure 7-19 Ruck-boost converter (iL > 0): (a) switch on; (b) switch off. 
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and 

10 I - D - = -- (assuming Pd = Po) 
Id D 

(7-43) 

Equation 7-42 implies that depending on the duty ratio, the output voltage can be 
either higher or lower than the input. 

7~5~2 BOUNDARY BETWEEN CONTINUOUS AND DISCONTINUOUS 
CONDUCTION 

Figure 7-2Oa shows the wavefonns at the edge of continuous conduction. By definition, 
in this mode iL goes to zero at the end of the off interval. 

From Fig. 7-20a, 

1 I . 
LB = i lL.peak 

TsVd 
=2L D (7-44) 

From Fig. 7-18. 

(7-45) 

(since the average capacitor current is zero). 
By using Eqs. 7-42 through 7-45, we can obtain the average inductor current and the 

output current at the border of continuous conduction in tenns of Vo. 

and 

'--__ -'(-V.,) 

r--DT.---to·I .... • U-D)T ............. j.­
(aJ 

(7-46) 

1 = TsVo (1 - D)2 
08 2L (7-47) 

0.75 I v" = Constant I 
0.50 

0.25 

°O~--~----~----~~~~D 
0.75 1.0 

(bJ 

Fi~ 1-20 Buck-boost converter: boundary of continuous-discontinuous conduction. 
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Most applications in which a buck-boost converter may be used require that Vo be 
kept constant, though Vd(and, hence, D) may vary. Our inspection ofEqs. 7-46 and 7-47 
shows that both h.B and loB result in their maximum values at D = 0: 

(7-48) 

and 

(7-49) 

Using Eqs. 7-46 through 7-49 gives 

hB hB.max(l - D) (7-50) 

and 

loB = loB.max(l - D)2 (7-51) 

Figure 7-20b shows 1L8 and loB as a function of D, keeping Vo = const. 

7-5-3 DISCONTINUOUS-CONDUCTION MODE 

Figure 7-21 shows the waveforms with a discontinuous iL • If we equate the integral of the 
inductor voltage over one time period to zero, 

and 

From Fig. 7-21 

VdDT,. + (-Vo)AIT,. = 0 

'---__ ..J( - v.,) 

Vo D 
:. Vd = Al 

' .... ---DT.--.......... I .. -41T• ·1- ·1 42T, 

FJgUre 1-21 Buck-boost converter wavelonns in a 
discontinuous-conduction mode. 

(7-52) 

(7-53) 

(7-54) 
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D 

1.0 

\ , 
I V 0 = Constant I 

Vd V = 0.33 
o 

, Vd 
, V = 1.0 ~ _______________________ o~ ____ _ 

Vd 
V =4.0 

o 

" " ' ..... 
~----~~----~------0~.7~5----~~1~.0-------1.~25~(/~o~.) 

T.Vo 
loB, ..... = 2L 

Figure 7-22 Buck-boost converter characteristics keeping Va constant. 

Since Vo is kept constant, it is useful to obtain D as a function of the output load 
current 10 for various values of Yo/Yd' Using the equations derived earlier, we find that 

VofEo D-- --
Vd 10B.max 

(7-55) 

Figure 7-22 shows the plot of D as a function of 10/loB.max for various values of 
V dIV o' The boundary between the continuous and the discontinuous mode is shown by the 
dashed curve . 

• Exampk 7-2 In a buck-boost converter operating at 20 kHz, L = 0.05 mHo The 
output capacitor C is sufficiently large and V d = 15 V. The output is to be regulated at 
10 V and the converter is supplying a load of 10 W. Calculate the duty ratio D. 

Solution In this example, 10 = 10/1 0 = I A. Initially, the mode of conduction is DOl 
known. If the current is assumed to be at the edge of continuous conduction, from Eq_ 
7-42 

D 10 --=-
1 - D 15 

D = 0.4 (initial estimate) 

From Eq. 7-49 

0.05 X 10 
10B,max = 2 X 0.05 = 5 A 

Using D = 0.4 and 10B,mJIX = 5 A in Eq. 7-51, we find that 

loB = 5(1 - 0.4)2 

= 1.8 A 
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Since the output current 10 ::::: 1 A is less than loB' the current conduction is discon­
tinuous. 

Therefore, using Eq. 7-55, 

lO{l.O 
Duty ratio D ::::: 15 "'Vs.o 

::::: 0.3 (discontinuous conduction) • 

7-5-4 EFFECT OF PARASITIC ELEMENTS 

Analogous to the step-up converter, the parasitic elements have significant impact on the 
voltage conversion ratio and the stability of the feedback -regulated buck - boost converter. 
As an example, Fig. 7-23 qualitatively shows the effect of these parasitic elements. The 
curves are shown as dashed because of the very poor switch utilization, making very high 
duty ratios impractical. The effect of these parasitic elements can be modeled in the circuit 
simulation programs for designing such converters. 

7-5-5 OUTPUT VOLTAGE RIPPLE 

The ripple in the output voltage can be calculated by considering the wavefonn shown in 
Fig. 7-24 for a continuous mode of operation. Assuming that all the ripple current 
component of iD flows through the capacitor and its average value flows through the load 
resistor, the shaded area in Fig. 7-24 represents charge ~Q. Therefore, the peak-to-peak 
voltage ripple is calculated as 

~V - ~Q - 10DTs (assuming a constant output current) o-C--c (7-56) 

VoDTs 
=--

R C 
~Vo DTs 
-=-
Vo RC 

Ts 
=D­,-

where ,- ::::: RC time constant. 

(7-57) 

A similar analysis can be perfonned for the discontinuous mode of operation. 

I D 
J,.-r-D 

I (ideal) 

I 
I 
,_ With_ 

" 

,'" \./' parasitic ;; r elements 

\ 
\ 
I 
I 
I 
I 

~-------------------------L---'D o 

Figure 7-23 Effect of parasitic 
elements on the voltage conversion 
ratio in a buck-boost converter. 
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1 
J~ ________ ~ __ ~~I~ _____________ .t 
f---DT.---.+-~(l-D)T.-l 

Figure 7-24 Output voltage ripple in a buck-boost converter. 

7-6 ciJK de-de CONVERTER 

Named after its inventor, the CUk converter is shown in Fig. 7-25. This converter is 
obtained by using the duality principle on the circuit of a buck - boost converter, discussed 
in the previous section. Similar to the buck-boost converter, the CUk converter provides 
a negative-polarity regulated output voltage with respect to the common tenninal of the 
input voltage. Here, the capacitor C I acts as the primary means of storing and transferring 
energy from the input to the output. 

In steady state, the average inductor voltages VLl and VL2 are zero. Therefore, by 
inspection of Fig. 7-25, 

(7-58) 

Therefore, Vel is larger than both Vd and yo. Assuming C I to be sufficiently large, in 
steady state the variation in vel from its average value Vel can be assumed to be negligibly 
small (i.e., Vel = V Cl), even though it stores and transfers energy from the input to the 
output. 

When the switch is off, the inductor currents iLl and iL2 flow through the diode. The 
circuit is shown in Fig. 7-200. Capacitor C I is charged through the diode by energy from 
both the input and LI . Current iLl decreases, because Vel is larger than Yd. Energy stored 
in L2 feeds the output. Therefore, in also decreases. 

When the switch is on, Vel reverse biases the diode. The inductor currents iLl and iL2 
flow through the switch, as shown in Fig. 7-26b. Since Vel> Yo, C I discharges through 

D 

Figure 7-25 CUk converter. 
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Figure 7-26 CUk convener waveforms: (a) switch off; (b) switch on. 

the switch, transferring energy to the output and L2 • Therefore, iL2 increases. The input 
feeds energy to L. causing iLl to increase. 

The inductor currents iLl and iL2 are assumed to be continuous. The voltage and 
current expressions in steady state can be obtained in two different ways. 

If we assume the capacitor voltage V CI to be constant, then equating the integral of 
the voltages across L} and ~ over one time period to zero yields 

~: 

L.: VdDTs + (Vd - VCI)(l - D)Ts = 0 

(V CI - Vo)DTs + (-Vo)O - D)Ts = 0 
I 

:.VCI = D Vo 

(7-59) 

(7-60) 
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From Eqs. 7-59 and 7-fiJ 

Vo D 
-=--
Vd 1 - D 

(7-61) 

Assuming P d = Po gives 

10 1 - D 
-=--
Id D 

(7-62) 

where ILl = Id and IL2 = 10 , 

There is another way to obtain these expressions. Assume that the inductor currents 
iLl and iL2 are essentially ripple free (i.e., iLl = ILl and iL2 = IL2 ). When the switch is 
off, the charge delivered to C I equals ILl(l - D)Ts • When the switch is on, the capacitor 
discharges by an amount IL2DTs • Since in steady state the net change of charge associated 
with Clover one time period must be zero, 

ILl(l - D)Ts = IL2 DTs 
h2 10 1 - D 

:'ILl = ~ =-V 
and 

Vo D 
Vd = 1 - D (since Po = Pd) 

(7-63) 

(7-64) 

(7-65) 

Both methods of analysis yield identical results. The average input and output rela­
tions are similar to that of a buck-boost converter. 

In practical circuits, the assumption of a nearly constant V Cl is reasonably valid. An 
advantage of this circuit is that both the input current and the current feeding the output 
stage are reasonably ripple free (unlike the buck-boost converter where both these cur­
rents are highly discontinuous). It is possible to simultaneously eliminate the ripples in iLl 
and iL2 completely, leading to lower external filtering requirements. A significant disad­
vantage is the requirement of a capacitor C I with a large ripple-current-carrying capa­
bility. 

Detailed analysis of this converter has been adequately reported in the technical 
literature and wiIl not be undertaken here . 

• Example 7-3 In a CUk converter operating at 50 kHz, L. = L2 = 1 mH and 
C. = 5 J.LF. The output capacitor is sufficiently large to yield an essentially constant output 
voltage. Here Vd = 10 V and the output Vo is regulated to be constant at 5 V. It is 
supplying 5 W to a load. Assume ideal components. 

Calculate the percentage errors in assuming a constant voltage across C I or in as­
suming constant currents iLl and iL2. 

Solution 

(a) If the voltage across C I is assumed to be constant, from Eq. 7-58 

VCl = VCl = 10 + 5 = 15 V 

Initially, we will assume the current conduction to be continuous. Therefore, from 
Eq.7-61 

D 5 

1 - D = 10 

:. D = 0.333 
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Therefore, from Fig. 7-26 during the off interval 

. VCI - Vd 
~ILl = LI (1 - D)Ts 

(15 - 10) 
= 10 3 (1 - 0.333) x 20 x 10-6 

= 0.067 A 

and 

Vo 
~iL2 = L2 (1 - D)Ts 

5 = 10-3 (1 - 0.333) x 20 x 10-6 

= 0.067 A 

Note that ~iLl and ~iL2 would be equal (since VCl - Vd = Yo), provided that 
LI = L2· 

At an output load of 5 W, using Eq. 7-62, 

10 = 1 A and Id = 0.5A 

Since ~iLl < Id (=ILl ) and ~iL2 < 10 (=IL2), the mode of operation is continuous, 
as assumed earlier. 

Therefore, the percentage errors in assuming constant ILl and IL2 would be 

~iLl 0.067 x 100 
-h-I = 0.5 = 13.4% 

and 

~iL2 = 0.067 x 100 = 6.7% 
h2 1.0 

(b) If iLl and iL2 are assumed to be constant, from Fig. 7-26 during the off interval 

1 ((l-D)T. 

~VCI = c Jo iLl dt 

Assuming 

iLl = ILl = 0.5 A 

yields 

_ 1 -6 
~VCI - 5 X 10-6 x 0.5 x (1 - 0.333)20 x 10 

= 1.33 V 

Therefore, the percentage error in assuming a constant voltage across C I is 

~VCl 1.33 x 100 
VCI = 15 = 8.87% 



188 CHAPTER 7 de-de SWITCH-MODE CO/ljYERTERS 

This example shows that as a first approximation, to illustrate the principle of 
operation, it is reasonable to assume either a constant VCI or constant iLl and iL2 in 
this problem. • 

7-7 FULL-BRIDGE de-de CONVERTER 

There are three distinct applications of the full-bridge switch-mode converters shown in 
Fig. 7-27: 

• dc motor drives 

• dc-to-ac (sine-wave) conversion in single-phase uninterruptible ac power supplies 

• dc-to-ac (high intermediate frequency) conversion in switch-mode transformer­
isolated dc power supplies 

Even though the full-bridge topology remains the same in each of these three appli­
cations, the type of control depends on the application. However, the full-bridge con­
verter, as used in dc motor drives, is covered in this" generic" chapter because it provides 
a good basis for understanding the switch-mode dc-to-ac (sine-wave) converters of Chap­
ter 8. 

In the full-bridge converter shown in Fig. 7-27, the input is a fixed-magnitude de 
voltage Vd . The output of the converter in this chapter is a dc voltage Vo' which can be 
controlled in magnitude as well as polarity. Similarly, the magnitude and the direction of 
the output current io can be controlled. Therefore, a full-bridge converter such as thai 
shown in Fig. 7-27 can operate in all four quadrants ofthe io-vo plane, and the power flow 
through the converter can be in either direction. 

In a converter topology such as that of the full-bridge converter shown in Fig. 7-27. 
where diodes are connected in antiparallel with the switches, a distinction must be made 
between the on state versus the conducting state of a switch. Because of the diodes in 
antiparallel with the switches, when a switch is turned on, it mayor may not conduct a 
current, depending on the direction of the output current io . If the switch conducts a 
current, then it is in a conducting state. No such distinction is required when the switch 
is turned off. 

The full-bridge convener consists of two legs, A and B. Each leg consists of two 
switches and their antiparallel diodes. The two switches in each leg are switched in such 

id --
+ 

TA+ DC-motor load 
DA+ DB+ io 

A -- r------
io 

+ + 
Ra x x 

Vd Vo (= vAN- vBN) 
0 ". 

vAN x x 

B 

TA_ TB_ 
+ I 

DA_ Da_ 
------

vSN 

=--L 
N 

Figure 7-27 Full-bridge dc-de converter. 
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a way that when one of them is in its off state, the other switch is on. Therefore, the two 
switches are never off simultaneously. In practice, they are both off for a short time 
interval, known as the blanking time, to avoid short circuiting of the dc input. This 
blanking time is neglected in this chapter since we are assuming the switches to be ideal, 
capable of turning off instantaneously. 

We should note that if the converter switches in each leg are switched in such a way 
that both the switches in a leg are not off simultaneously, then the output current io in Fig. 
7-27 will flow continuously. Therefore, the output voltage is solely dictated by the status 
of the switches. For example, consider leg A in Fig. 7-27. The output voltage v AN, with 
respect to the negative dc bus N, is dictated by the switch states as follows: When TA + is 
on, the output current will flow through TA + if io is positive or it will flow through DA + 
if io is negative. In either case, TA + being on ensures that point A in Fig. 7-27 is at the 
same potential as the positive tenninal of the dc input, and therefore 

VAN ;:: Vd (if TA + is on and TA - is off) (7-66a) 

Similarly, when TA - is on, a negative io will flow through TA - (since DA + is reverse 
biased) and a positive io will flow through D A _. Therefore 

VAN = 0 (if TA - is on and TA + is off) (7-66b) 

Equations 7-66a and 7-66b show that VAN depends only on the switch status and is 
independent of the direction of io• Therefore, the output voltage of the converter leg A, 
averaged over one switching frequency time period Ts ' depends only on the input voltage 
Vd and the duty ratio of TA +: 

(7-67) 

where ton and toff are the on and off intervals of TA +, respectively. 
Similar arguments apply to the converter leg B, and V BN depends on V d and the duty 

ratio of the switch TB+: 

VBN = Vd • duty ratio of TB + (7-68) 

independent of the direction of io. Therefore, the converter output Vo (=V AN - VBN) can 
be controlled by controlling the switch duty ratios and is independent of the magnitude 
and the direction of io • 

(It should be noted that it is possible to control the output voltage of a converter leg 
by turning both switches off simultaneously for some time interval. However, this scheme 
would make the output voltage dependent on the direction of io in Fig. 7-27. This is 
obviously undesirable, since it would introduce nonlinearity in the relationship between 
the control voltage and the average output voltage. Therefore, such a scheme will not be 
considered with a load, such as a dc motor load, shown in Fig. 7-27.) 

In the single-switch converters discussed previously, the polarity of the output volt­
age is unidirectional, and therefore, the converter switch is pulse-width modulated by 
comparing a switching-frequency sawtooth wavefonn with the control voltage vcontrol. In 
contrast, the output voltage of the full-bridge converter is reversible in polarity and 
therefore, a switching-frequency triangular wavefonn is used for PWM of the converter 
switches. Two such PWM switching strategies are described below: 

1. PWM with bipolar voltage switching, where (TA+' TB-) and (TA-, TB+) are 
treated as two switch pairs; switches in each pair are turned on and off simulta­
neously. 
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2. PWM with unipolar voltage switching is also referred to as the double-PWM 
switching. Here the switches in each inverter leg are controlled independently of 
the other leg. 

As we mentioned earlier, the output current through these PWM full-bridge dc-dc 
converters, while supplying dc loads of the type shown in Fig. 7-27, does not become 
discontinuous at low values ofI." unlike the single-switch converters disCussed linne 
previous sections. 

In the full-bridge converter of Fig. 7-27, the input current id changes direction 
instantaneously. Therefore, it is important that the input to this converter be a dc voltage 
source with a low internal impedance. In practice, the large filter-capacitor shown in the 
block diagram of Fig. 7-1 provides this low-impedance path to id • 

7 -7 -1 PWM WITH BIPOLAR VOLTAGE SWITCHING 

In this type of voltage switching, switches (TA+, TB-) and (TB +. TA -) are treated as two 
switch pairs (two switches in a pair are simultaneously turned on and off). One of the two 
switch pairs is always on. 

The switching signals are generated by comparing a switching-frequency triangular 
waveform (vlri) with the control voltage Vcontrol • When Vcontrol > VIri' TA + and T8 - are 
turned on. Otherwise, TA- and TB+ are turned on. The switch duty ratios can be obtained 
from the wavefonns in Fig. 7-28a as foJJows by arbitrarily choosing a time origin II 
shown in the figure: 

A t 
VIri = VIri -

T,.l4 

At t = tl in Fig. 7-28a, VIri = Vcontrol' Therefore, from Eq. 7-69 

Vcontrol Ts 
tl:::: -A-'4 

VIri 

(7-69) 

(7-70) 

By studying Fig. 7-28, we find that the on duration ton of switch pair 1 (TAH 

T8 -) is 

(7-71) 

Therefore, their duty ratio from Eq. 7-71 is 

Dl = ton = ! (1 + v~ntrol) 
T" 2 VIri 

(7-72) 

Therefore, the duty ratio D2 of the switch pair 2 (TB +. TA-) is 

D2 = I - Dl (TB +. TA-) (7-73) 

By using the foregoing duty ratios, we can obtain V AN and V8N in Fig. 7-28 from Eqs. 
7-67 and 7-68, respectively. Therefore, 

Vo = VAN - VBN :::: D1Vd - D2Vd == (2DI - J)Vd (7-74) 

Substituting DI from Eq. 7-72 into Eq. 7-74 yields 

Vd 
Vo :::: -A- Vcontrol = 1cvcORtroI (7-75) 

VIri 
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10> 0 
Devices conducting: 

10 < 0 
Devices conducting: 
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Figure 7-28 PWM with bipolar voltage switching. 

where k = VdlVtri = const. This equation shows that in this switch-mode converter, 
similar to the single-switch converters discussed previously, the average output voltage 
varies linearly with the input control signal, similar to a linear amplifier. We will learn in 
Chapter 8 that a finite blanking time has to be used between turning off one switch pair 
and turning on the other switch pair. This blanking time introduces a slight nonlinearity 
in the relationship between Vcontrol and Yo' 

The waveform for the output voltage Vo in Fig. 7-28d shows that the voltage jumps 
between + V d and - V d' This is the reason why this switching strategy is referred to as the 
bipolar voltage-switching PWM. 
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We should also note that the duty ratio DI in Eq. 7-72 can vary between 0 and I. 
depending on the magnitude and the polarity of Vcontrol' Therefore Vo can be continuously 
varied in a range from - V d to V d' Here, the output voltage of the converter is independent 
of the output current io ' since the blanking time has been neglected. 

The average output current 10 can be either positive or negative. For small values of 
10 , io during a cycle can be both positive and negative; this is shown in Fig. 7-28e for I. 
> 0, where the average power flow is from Vd to Vo' and in Fig. 7-28Jfor 10 < 0, where 
the average power flow is from Vo to Vd. 

7-7-2 PWM WITH UNIPOLAR VOLTAGE SWITCHING 

An inspection of Fig. 7-27 shows that regardless of the direction of io • Vo = 0 if TA + and 
TB+ are both on. Similarly, Vo = 0 if TA - and TB- are both on. This property can be 
exploited to improve the output voltage waveform. 

In Fig. 7-29, a triangular waveform is compared with the control voltage vconuol and 
-vcontrol for determining the switching signals for leg A and leg B, respectively. A 
comparison of VconUOI with Vtri controls leg A switches, whereas leg B switches are 
controlled by comparing -vconuol with Vtri in the following manner: 

TA + on: if Vcontrol > Vtri (7-76) 

and 

TB + on: if -Vcontrol > Vtri (7-77) 

Output voltages of each leg and Vo are shown in Fig. 7-29. By examining Fig. 7-29 and 
comparing it to Fig. 7-28, it can be seen that the duty ratio D) of the switch TA+ is givea 
by Eq. 7-72 of the previous switching strategy. Similarly, the duty ratio D2 of the switch 
TB+ is given by Eq. 7-73. That is, 

D) = ~ (vc~ntrol + I) TA + (7-78) 
Vtri 

and 

(7-79) 

Therefore, from Eq. 7-74, which is also valid in this case, 

Vd 
Vo = (WI - l)Vd = -.- Vcontrol (7-80) 

Vtri 

Therefore, the average output voltage Vo in this switching scheme is the same as ia 
the bipolar voltage-switching scheme and varies linearly with Vcontrol' 

Figures 7-2ge and 7-29J show the current waveforms and the devices conducting fOl' 
10> 0 and 10 < 0, respectively, where Vo is positive in both cases. 

If the switching frequencies of the switches are the same in these two PWM str~ 
gies, then the unipolar voltage switching results in a better output voltage waveform and 
in a better frequency response, since the "effective" switching frequency of the output' 
voltage waveform is doubled and the ripple is reduced. This is illustrated by means of the 
following example . 

• Example 7-4 In a full-bridge dc-dc converter, the input Vd is constant and the 
output voltage is controlled by varying the duty ratio. Calculate the rms value of the ripple 
Vr in the output voltage as a function of the average Vo for 
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(b) 

(e) 

10 < 0 

Devices 
conducting: 

o I I 

Figure 7-29 PWM with unipolar voltage switching. 

(a) PWM with bipolar voltage switching and 

(b) PWM with unipolar voltage switching. 

Solution 

• t 

D • t 

• t 

(a) Using PWM with bipolar voltage switching, the wavefonn of the output volt­
age Vo is shown in Fig. 7-28d. For such a wavefonn, independent of the value of 
vcontrolt1 trl' the root-mean-square (nns) value of the output voltage is 

Vo•rms = Vd 

and the average value Vo is given by Eq. 7-74. 

(7-81) 
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By using the definition of an nns value and Eqs. 7-74 and 7-81, we can calculate 
the ripple component Vr in the output voltage as 

Vr,nns = YV~,nns - V~ = VdYI - (WI - 1)2 = 2VdYDI - Di (7-82) 

As DI varies from 0 to 1, Va varies from - Vd to Yd' A plot of Vr,nns as a function 
of Va is shown in Fig. 7-30 by the solid curve. 

(b) Using PWM with unipolar voltage switching, the wavefonn of the output voltage 
va is shown in Fig. 7-29d. To find the nns value of the output voltage, the interval 
tl in Fig. 7-29 can be written as 

Vcontrol Ts 
tl = -A - '4 for Vcontrol > 0 

Vbi 
(7-83) 

By examining the Va wavefonn in Fig. 7-29d for Vcontrol > 0, the nns voltage can 
be obtained as 

Va,nns = 

Vcontrol V 
-A- d 

Vbi 

= Y(W) - l)Vd (using Eq. 7-80) (7-84) 

Therefore, using Eqs. 7-80 and 7-84 

Vr,nns = YV~,nns - V~ = Y6D I - 4Di - 2Vd (7-85) 

where Vcontrol > 0 and 0.5 < D) < 1. As vcontrollVbi varies from 0 to I, D) varies 
from 0.5 to 1.0 and the plot of Vr nns as a function of Va is shown by the dashed curve 
in Fig. 7-30. Similarly, the curve' corresponding to vcontrol/V bi in the range from -1.0 
to 0 can be obtained. 

Figure 7-30 shows that with the same switching frequency, PWM with unipolar 
voltage switching results in a lower nns ripple component in the output voltage. • 

~ ____ ~~ ____ ~L-____ ~~ ____ ~~~~ 

Vd 

Figure 7-30 Pr,rms in a full-bridge converter using PWM: 
(a) with bipolar voltage switching; (b) with unipolar 
voltage switching. 
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7-8 de-de CONVERTER COMPARISON 

The step-down, step-up, buck-boost, and Clik converters in their basic forms are capable 
of transferring energy only in one direction. This is a consequence of their capability to 
produce only unidirectional voltage and unidirectional current. A full-bridge converter is 
capable of a bidirectional power flow, where both Vo and 10 can be reversed independent 
of one another. This capability to operate in four quadrants of the Vo-Io plane allows a 
full-bridge converter to be used as a dc-to-ac inverter. In dc-to-ac inverters, which are 
described in Chapter 8, the full-bridge converter operates in all four quandrants during 
each cycle of the ac output. 

To evaluate how well the switch is utilized in the previously discussed converter 
circuits, we make the following assumptions: 

I. The average current is at its rated (designed maximum) value 10 , The ripple in the 
inductor current is negligible; therefore li.<t) = IL. This condition implies a con­
tinuous-conduction mode for all converters. 

2. The output voltage Vo is at its rated (designed maximum) value Vo' The ripple in 
Vo is assumed to be negligible; therefore v 0(1) ::::: Vo' 

3. The input voltage Vd is allowed to vary. Therefore, the switch duty ratio must be 
controlled to hold V 0 constant. 

With the foregoing steady-state operating conditions, the switch peak voltage rating 
VT and the peak current rating IT are calculated. The switch power rating is calculated as 
PT = VTIT' The switch utilization is expressed as Po/PT, where Po = Volo is the rated 
output power. 

In Fig. 7-31, the switch utilization factor P JPT is plotted for the previously consid­
ered converters. This shows that in the step-down and the step-up converters, if the input 
and the output voltages are of the same order of magnitude, then the switch utiliza­
tion is very good. In the buck-boost and the Cuk converter, the switch is poorly utilized. 
The maximum switch utilization of 0.25 is realized at D = 0.5, which corresponds to 

Vo = Vd • 

~----~I1111::------~-D 

Figure 7-31 Switch utilization in dc-dc 
converters. 
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In the nonisolated full-bridge converter, the switch utilization factor is plotted as a 
function of the duty ratio of one of the switches (e.g., switch TA + in Fig. 7-27). Here, the 
overall switch utilization is also poor. It is maximum at Vo = - Vd and Vo = Vd, 
respectively. 

In conclusion, for these nonisolated dc-dc converters, if at all possible, it is pref­
erable to use either the step-down or the step-up converter from the switch utilization 
consideration. If both higher as well as lower output voltages compared to the input are 
necessary or a negative polarity output compared to the input is desired, then the buck­
boost or the CUk converter should be used. Similarly, the nonisolated full-bridge con­
verter should only be used if four-quadrant operation is required. 

SUMMARY 

In this chapter various non isolated converter topologies for dc-to-dc conversion are dis­
cussed. Except for the full-bridge converter, all others operate in a single quadrant of the 
output voltage-current plane, thereby allowing power to flow only in one direction. 

In any converter circuit operating in steady state, a capacitor can be represented by 
its instantaneous voltage as an equivalent voltage source. Similarly, an inductor can be 
represented by its instantaneous current as an equivalent current source. Following 
this procedure, various converters discussed in this chapter can be drawn as shown ia 
Fig. 7-32. 

~) ~) 

(c) (d) 

(e) 

Figure 7-32 Converter equivalent circuits: (a) step-down; 
(b) step-up; (c) step-downlstep-up; (d) CUk; (e) full-bridge. 
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F~ 7-33 Reversible power flow with reversible 
direction of the output current io• 

In all converters, the switching action does not cause a jump (or discontinuity) in the 
value of the voltage source or in the current source. In step-down (including full-bridge) 
and step-up converters, the energy transfer is between a voltage and a current source, as 
seen from the switch-diode combination. In step-downlstep-up and C6k converters, the 
energy transfer is between two similar types of sources but they are separated by a source 
of the other type (for example, two voltage sources are separated by a current source in 
the step-downlstep-up converter). 

It is possible to achieve a reversible flow of power by adding an additional diode and 
a switch (shown by dashed lines) as in Fig. 7-33. This converter with a positive value of 
io , and with Sd and Dd operating, resembles a step-down converter where the flow of 
power is from the voltage source to the equivalent current source. On the other hand, with 
a negative value of io ' and with SOl and D" operating, it resembles a step-up connector 
where the flow of power is from the equivalent current source to the voltage source. 

PROBLEMS 

STEP· DOWN CONVERTERS 
7-1 In a step-down converter, consider all components to be ideal. Let v 0 = V 0 be held constant at 5 V 

by controlling the switch duty ratio D. Calculate the minimum inductance L required to keep the 
con verter operation in a continuous-conduction mode under all conditions if V d is 10-40 V , Po ~ 
5 W, andls = 50 kHz. 

7-2 Consider all components to be ideal. Assume Vo = 5 V./s = 20 kHz, L = I mH, and C = 470 ILF. 
Calculate I1Vo (peak-peak) if Vd = 12.6 V, and 10 = 200 rnA. 

7-3 In Problem 7-2, calculate the rms value of the ripple current through L and, hence, through C. 

7-4 Derive an expression for I1Vo (peak-peak) in a discontinuous-conduction mode in terms of the 
circuit parameters. 

7-5 In Problem 7-2, calculate I1Vo (peak-peak) if 10 (instead of being 200 rnA) is equal to ~ loB' 

7-6 In the PSpice simulation of a step-down converter discussed in Chapter 4 (Figs. 4-8 through 4-10), 
decrease the load so that Rload = 80 n. Obtain the inductor current and the capacitor voltage 
waveforms in the discontinuous-conduction mode. 

STEP·UP CONVERTERS 
7-7 In a step-up converter, consider all components to be ideal. Let Vd be 8-16 V, Vo = 24 V 

(regulated), Is = 20 kHz, and C = 470 ILF. Calculate LoUn that will keep the converter operating 
in a continuous-conduction mode if Po ~ 5 W. 

7-8 In a step-up converter, Vd = 12 V, Vo = 24 V, 10 = 0.5 A, L = 150 ILH, C = 470 ILF, andls = 

20 kHz. Calculate I1Vo (peak-peak). 

7-9 In Problem 7-8, calculate the rms value of the ripple in the diode current (which also flows through 
the capacitor). 
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+ 

Vd 

7-10 Derive an expression for .!lVo (peak-peak) in a discontinuous-conduction mode in terms of the 
circuit parameters. 

7-11 In Problem 7-8, calculate .!lVo peak-peak if 10 (instead of being 0.5 A) is equal to ~ loB. 

BUCK-BOOST CONVERTERS 
7-12 In a buck-boost converter, consider all components to be ideal. Let Vd be 8-40 Y, Vo = 15 V 

(regulated),!. = 20 kHz, and C = 470 ILF. Calculate Lmin that will keep the converter operatin& 
in a continuous-conduction mode if Po ~ 2 W. 

7-13 In a buck-boost converter, Vd = 12 Y, Vo = 15 Y, 10 = 250 rnA, L = 150 ILH, C = 470 ILF, and 
!. = 20 kHz. Calculate .!lVo (peak-peak). 

7-14 Calculate the rms value of the ripple current in Problem 7-13 through the diode and, hence, through 
the capacitor. 

7-15 Derive an expression for .!lVo (peak-peak) in a discontinuous-conduction mode in terms of the 
circuit parameters. 

7-16 In Problem 7-13, calculate .!lVo (peak-peak), if 10 (instead of being 250 rnA) is equal to ~/OB. 

CUK CONVERTER 
7-17 In the circuit of Example 7-3, calculate the tms current flowing through the capacitor C1 • 

FULL-BRIDGE de-de CONVERTERS 
7-18 In a full-bridge dc-dc converter using PWM bipolar voltage switching, Vconb'oi = 0.5 Vtri • Obtaia 

V 0 and Id • By Fourier analysis, calculate the amplitudes of the switching-frequency harmonics in II. 
and id • 

7-19 Repeat Problem 7-18 for a PWM unipolar voltage-switching scheme. 

7-20 Plot instantaneous power output Po(t) and the average power Po, corresponding to io in Figs. 7-28e 
and 7-28f. 

7-21 Repeat Problem 7-20 for Figs. 7-2ge and 7-29f. 

7-22 In a full-bridge dc-dc converter using PWM bipolar voltage switching, analytically obtain the value 
of (VoIVd) which results in the maximum (peak-peak) ripple in the output current io. Calculate this 
ripple in terms of Vd , La' and! •. 

7-23 Repeat Problem 7-22 for a PWM unipolar voltage-switching scheme. 

7-24 Using PSpice, simulate the full-bridge dc-dc converter shown in Fig. P7-24 using (a) PWM bipolar 
voltage switching and (b) PWM unipolar voltage switching. 

id --
Al 

A 

B 
A2 B2 

N 

Nominal values: Vd = 200 V 
VEMF = 79.5 V 
Ra =0.37 n 
La = 1.5 mH 
10 (avg) = 10 A 
fa = 20 kHz 

La 

+ 

Vo 

duty-ratio 01 of TAl and T82 = 0.708 

Ra 

(:. vcontrol = 0.416 V with Vtr; = 1.0 V) 

Figure P7 -24 From 
reference 5 of Chapter 4, 
"Power Electronics: Computer 
Simulation, Analysis and 
Education Using PSpice 
(evaluation, classroom 
version)," on diskette with a 
manual, Minnesota Power 
Electronics, P.O. Box 14503, 
Minneapolis, MN 55414. 
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SWITCH-MODE de-ae 
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8-t INTRODUCTION 

200 

Switch-mode dc-to-ac inverters are used in ac motor drives and un interruptible ac power 
supplies where the objective is to produce a sinusoidal ac output whose magnitude and 
frequency can both be controlled. As an example, consider an ac motor drive, shown in 
Fig. 8-1 in a block diagram form. The dc voltage is obtained by rectifying and filtering 
the line voltage, most often by the diode rectifier circuits discussed in Chapter 5. In an ac 
motor load, as wi]] be discussed in Chapters 14 and 15, the voltage at its terminals is 
desired to be sinusoidal and adjustable in its magnitude and frequency. This is accom­
plished by means of the switch-mode dc-to-ac inverter of Fig. 8-1, which accepts a de 
voltage as the input and produces the desired ac voltage input. 

To be precise, the switch-mode inverter in Fig. 8-1 is a converter through which the 
power flow is reversible. However, most of the time the power flow is from the dc side 
to the motor on the ac side, requiring an inverter mode of operation. Therefore, these 
switch-mode converters are often referred to as switch-mode inverters. 

To slow down the ac motor in Fig. 8-1, the kinetic energy associated with the inertia 
of the motor and its load is recovered and the ac motor acts as a generator. During the 
so-called braking of the motor, the power flows from the ac side to the dc side of the 
switch-mode converter and it operates in a rectifier mode. The energy recovered during 
the braking of the ac motor can be dissipated in a resistor, which can be switched in 

60 HZ __ -I 
ac 

Diode-rectifier Filter 
capacitor 

+ ) 

Switch-mode 
inverter 

Figure 8-1 Switch-mode inverter in ac motor drive. 
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parallel with the dc bus capacitor for this purpose in Fig. 8-1. However, in applications 
where this braking is performed frequently, a better alternative is regenerative braking 
where the energy recovered from the motor load inertia is fed back to the utility grid, as 
shown in the system of Fig. 8-2. This requires that the converter connecting the drive to 
the utility grid be a two-quadrant converter with a reversible dc current, which can operate 
as a rectifier during the motoring mode of the ac motor and as an inverter during the 
braking of the motor. Such a reversible-current two-quadrant converter can be realized by 
two back-to-back connected line-frequency thyristor converters of the type discussed in 
Chapter 6 or by means of a switch-mode converter as shown in Fig. 8-2. There are other 
reasons for using such a switch-mode rectifier (called a rectifier because, most of the time, 
the power flows from the ac line input to the dc bus) to interface the drive with the utility 
system. A detailed discussion of switch-mode rectifiers is deferred to Chapter 18, which 
deals with issues regarding the interfacing of power electronics equipment with the utility 
grid. 

In this chapter, we will discuss inverters with single-phase and three-phase ac out­
puts. The input to switch-mode inverters will be assumed to be a dc voltage source, as was 
assumed in the block diagrams of Fig. 8-1 and 8-2. Such inverters are referred to as 
voltage source inverters (VSIs). The other types of inverters, now used only for very high 
power ac motor drives, are the current source inverters (CSIs), where the dc input to the 
inverter is a dc current source. Because of their limited applications, the CSIs are not 
discussed in this chapter, and their discussion is deferred to ac motor drives Chapters 14 
and 15. 

The VSIs can be further divided into the following three general categories: 

1. Pulse-width-modulated inverters. In these inverters, the input dc voltage is es­
sentially constant in magnitude, such as in the circuit of Fig. 8-1, where a diode 
rectifier is used to rectify the line voltage. Therefore, the inverter must control the 
magnitude and the frequency of the ac output voltages. This is achieved by PWM 
of the inverter switches and hence such inverters are called PWM inverters. There 
are various schemes to pulse-width modulate the inverter switches in order to 
shape the output ac voltages to be as close to a sine wave as possible. Out of these 
various PWM schemes, a scheme called the sinusoidal PWM will be discussed in 
detail, and some of the other PWM techniques will be described in a separate 
section at the end of this chapter. 

2. Square-wave inverters. In these inverters, the input dc voltage is controlled in 
order to control the magnitude of the output ac voltage, and therefore the inverter 
has to control only the frequency of the output voltage. The output ac voltage has 
a waveform similar to a square wave, and hence these inverters are called square­
wave inverters. 

+ 
60 Hz ) Vd 

) 
ac 

I 

Switch-mode Filter Switch-mode 
converter capacitor converter 

Hgure 8-2 Switch-mode converters for motoring and regener­
ative braking in ac motor drive. 
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3. Single-phase inverters with voltage cancellation. In case of inverters with single­
phase output, it is possible to control the magnitude and the frequency of the 
inverter output voltage, even though the input to the inverter is a constant de 
voltage and the inverter switches are not pulse-width modulated (and hence the 
output voltage waveshape is like a square wave). Therefore, these inverters com­
bine the characteristics of the previous two inverters. It should be noted that the 
voltage cancellation technique works only with single-phase inverters and not willi 
three-phase inverters. 

8-2 BASIC CONCEPTS OF SWITCH-MODE INVERTERS 

In this section, we will consider the requirements on the switch-mode inverters. For 
simplicity, let us consider a single-phase inverter, which is shown in block diagram form 
in Fig. 8-3a, where the output voltage of the inverter is filtered so that Vo can be assumed 
to be sinusoidal. Since the inverter supplies an inductive load such as an ac motor, io wiI 
lag vo' as shown in Fig. 8-3b. The output waveforms of Fig. 8-3b show that dlllina 
interval 1, v 0 and io are both positive, whereas during interval 3, v 0 and io are bodl 
negative. Therefore, during intervals 1 and 3, the instantaneous power flow Po (=voio) is 
from the dc side to the ac side, corresponding to an inverter mode of operation. fa 
contrast, Vo and io are of opposite signs during intervals 2 and 4, and therefore Po flow 
from the ac side to the dc side of the inverter, corresponding to a rectifier mode ~ 
operation. Therefore, the switch-mode inverter of Fig. 8-3a must be capable of ope~ 
in all four quadrants of the io-vo plane, as shown in Fig. 8-3c during each cycle of the lie 

i. io -- l-phlse ---+ 9witch- + 
y. mQCie Vo inverter 

+ 
filter 

(a) 

o--~~~----------~--~------~~~ 

2 
Rectifier 

(b) 

1 
Inverter 

--------o+-----~~Vo 

3 
Inverter 

(e) 

4 
Rectifier 

Figure 8-3 Single-phase 
switch-mode inverter. 
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-------4,......-------4,......---4,......------
+ + 

----........ ~-----~)ooooj~----- -
N 

Figure 8-4 One-leg switch­
mode inverter. 

output. Such a four-quadrant inverter was first introduced in Chapter 7, where it was 
shown that in a full-bridge converter of Fig. 7-27, io is reversible and Vo can be of either 
polarity independent of the direction of io• Therefore, the full-bridge converter of Fig. 
7-27 meets the switch-mode inverter requirements. Only one of the two legs of the 
full-bridge converter, for example leg A, is shown in Fig. 8-4. All the dc-to-ac inverter 
topologies described in this chapter are derived from the one-leg converter of Fig. 8-4. For 
ease of explanation, it will be assumed that in the inverter of Fig. 8-4, the midpoint "0" 
of the dc input voltage is available, although in most inverters it is not needed and also 
not available. 

To understand the dc-to-ac inverter characteristics of the one-leg inverter of Fig. 8-4, 
we will first assume that the input dc voltage Vd is constant and that the inverter switches 
are pulse-width modulated to shape and control the output voltage. Later on, it will be 
shown that the square-wave switching is a special case of the PWM switching scheme. 

8-2-1 PULSE-WIDTH-MODULATED SWITCHING SCHEME 

We discussed the PWM of full-bridge dc-dc converters in Chapter 7. There, a control 
signal vcontrol (constant or slowly varying in time) was compared with a repetitive switch­
ing-frequency triangular waveform in order to generate the switching signals. Controlling 
the switch duty ratios in this way allowed the average dc voltage output to be controlled. 

In inverter circuits, the PWM is a bit more complex, since as mentioned earlier, we 
would like the inverter output to be sinusoidal with magnitude and frequency controllable. 
In order to produce a sinusoidal output voltage waveform at a desired frequency, a 
sinusoidal control signal at the desired frequency is compared with a triangular waveform, 
as shown in Fig. 8-5a. The frequency of the triangular waveform establishes the inverter 
switching frequency and is generally kept constant along with its amplitude VITi' 

Before discussing the PWM behavior, it is necessary to define a few terms. The 
triangular waveform vITi in Fig. 8-5a is at a switching frequency Is, which establishes the 
frequency with which the inverter switches are switched (fs is also called the carrier 
frequency). The control signal Vcontrol is used to modulate the switch duty ratio and has a 
frequency 11, which is the desired fundamental frequency of the inverter voltage output 
(fl is also called the modulating frequency), recognizing that the inverter output voltage 
will not be a perfect sine wave and will contain voltage components at harmonic fre­
quencies of II' The amplitude modulation ratio ma is defined as 

Vcontrol 
ma = -,-

VITi (8-1) 

where "control is the peak amplitude of the control signal. The amplitude VITi of the 
triangular signal is generally kept constant. 
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Figure 8-5 Pulse-width modulation. 

The frequency modulation ratio m, is defined as 

Is m,=-
II 

In the inverter of Fig. 8-4b, the switches TA+ and TA - are controlled based on IhI! 
comparison of vconrrol and vlrl, and the following output voltage results, independent of the 
direction of io: 

Vcontrol > VIrl, TA+ is on, VAo = iVd (8-3) 

or 

Vcontrol < VIrl, TA- is on, VAo = - iVd 
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Since the two switches are never off simultaneously, the output voltage v Ao 
fluctuates between two values (iVd and -~Vd)' Voltage VAo and its fundamental fre­
quency component (dashed curve) are shown in Fig. 8-5b, which are drawn for m, = 15 
and ma = 0.8. 

The harmonic spectrum of VAo under the conditions indicated in Figs. 8-5a and 8-5b 
is shown in Fig. 8-5c, where the normalized harmonic voltages (VAo)h1iVd having sig­
nificant amplitudes are plotted. This plot (for ma S 1.0) shows three items of importance: 

1. The peak amplitude of the fundamental-frequency component (VAo)' is ma times 
iVd' This can be explained by first considering a constant vcontrol as shown in Fig. 8-6a. 
This results in an output waveform v Ao' From the discussion of Chapter 7 regarding the 
PWM in a full-bridge dc-dc converter, it can be noted that the average output voltage (or 
more specifically, the output voltage averaged over one switching time period T. = IIf.) 
VAo depends on the ratio of Vcontrol to VIri for a given Vd: 

Vcontro' Vd VA = ---o • 2 VIri 

(8-4) 

Let us assume (though this assumption is not necessary) that VcontroJ varies very little 
during a switching time period, that is, m, is large, as shown in Fig. 8-6b. Therefore, 
assuming Vcontrol to be constant over a switching time period, Eq. 8-4 indicates how the 
"instantaneous average" value of v Ao (averaged over one switching time period T.) varies 
from one switching time period to the next. This "instantaneous average" is the same as 
the fundamental-frequency component of VAo' 

The foregoing argument shows why Vcontrol is chosen to be sinusoidal to provide a 
sinusoidal output voltage with fewer harmonics. Let the control voltage vary sinusoidally 
at the frequency II = w,/211', which is the desired (or the fundamental) frequency of the 
inverter output: 

Vcontrol = Vcontrol sin w1t 

where 

Vir; Vconlrol 

O----~~_4~~---+-r~~~~~--t 

Y 
_ Vconlrol • Yd 

Ao --r- 2 
Ylri 

o~~~HH~++++~HH~++++~hHHH~++++~HH~++++~--

(b) 

Figure 8-6 Sinusoidal PWM. 

(8-5) 
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Using Eqs. 8-4 and 8-5 and the foregoing arguments, which show that the funda­
mental-frequency component (v Ao)1 varies sinusoidally and in phase with vcontrol as a 
function of time, results in 

(8-6) 

Therefore, 

, Vd 
(VAo) I == ma "2 ma ~ 1.0 (8-7) 

which shows that in a sinusoidal PWM, the amplitude of the fundamental-frequency 
component of the output voltage varies linearly with ma (provided ma ~ 1.0). Therefore. 
the range of ma from 0 to 1 is referred to as the linear range. 

2. The harmonics in the inverter output voltage waveform appear as sidebands. 
centered around the switching frequency and its multiples, that is, around harmonics ".,. 
2m" 3m" and so on. This general pattern holds true for all values of ma in the range 0- L 

For a frequency modulation ratio m, ~ 9 (which is always the case, except in very 
high power ratings), the harmonic amplitudes are almost independent of m" though .., 
defines the frequencies at which they occur. Theoretically, the frequencies at whicll 
voltage harmonics occur can be indicated as 

fh == Um, ± k)fl 

that is, the harmonic order h corresponds to the kth sideband of j times the frequency 
modulation ratio mi 

(8-8) 

where the fundamental frequency corresponds to h == 1. For odd values of j, the '-­
monics exist only for even values of k. For even values of j, the harmonics exist only for 
odd values of k. 

In Table 8-1, the normalized harmonics (VAO)h/~Vd are tabulated as a function of the 
amplitude modulation ratio ma' assuming m,2: 9. Only those with significant amplitudes 
up to j == 4 in Eq. 8-8 are shown. A detail¢d discussion is provided in reference 6. 

It will be useful later on to recognize that in the inverter circuit of Fig. 8-4 

- IV VAN - VAo + 2" d 

Therefore, the harmonic voltage components in v AN and v Ao are the same: 

(V AN)h == (VAo)h 

(8-9) 

(8-10) 

Table 8-1 shows that Eq. 8-7 is followed almost exactly and the amplitude of the 
fundamental component in the output voltage varies linearly with mao 

3. The harmonic m, should be an odd integer. Choosing m, as an odd integer resulls 
in an odd symmetry [f(-t) == -fit)] as well as a half-wave symmetry [f(t) == -f(t + 
~ Tt )] with the time origin shown in Fig. 8-5b, which is plotted for m, == 15. Therefore. 
only odd harmonics are present and the even harmonics disappear from the waveform of 
v Ao' Moreover, only the coefficients of the sine series in the Fourier analysis are finite; 
those for the cosine series are zero. The harmonic spectrum is plotted in Fig. 8-5c. 
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Table 8-1 Generalized Hannonics of v Ao for a Large mf" 

~ 0.2 0.4 0.6 0.8 1.0 

1 0.2 0.4 0.6 0.8 1.0 
Fundamental 

mf 1.242 1.15 1.006 0.818 0.601 
mf ± 2 0,016 0.061 0.131 0.220 0.318 
mf ± 4 0.018 

2mf ± I 0.190 0.326 0.370 0.314 0.181 
2mf ± 3 0.024 0.071 0.139 0.212 
2mf ± 5 0.013 0.033 

3mf 0.335 0.123 0.083 0.171 0.113 
3mf ± 2 0.044 0.139 0.203 0.176 0.062 
3mf ± 4 0.012 0.047 0.104 0.157 
3mf ± 6 0.016 0.044 

4mf ± I 0.163 0.157 0.008 0.105 0.068 
4mf ± 3 0.012 0.070 0.132 0.115 0.009 
4mf ± 5 0.034 0.084 0.119 
4mf ± 7 0.017 0.050 

Note: (VAoh/;Vd [= CVANh/;VdJ is tabulated as a function of mo· 

• ExampleS-] In the circuit of Fig. 8-4, Vd = 300 Y, ma = 0.8, mf= 39, and the 
fundamental frequency is 47 Hz. Calculate the nns values of the fundamental-frequency 
voltage and some of the dominant hannonics in v Ao using Table 8-1. 

Solution From Table 8-1, the nns voltage at any value of h is given as 

I Vd (VAo)h 

(VAo)h = V2 2" Vdl2 

= 106.07 (~:;;h 

Therefore, from Table 8-1 the nns voltages are as follows: 

Fundamental: (VAo)) = 106.07 x 0.8 = 84.86 V at 47 Hz 

(VAoh7 == 106.07 x 0.22 = 23.33 V at 1739 Hz 

(VAoh9 == 106.07 x 0.818 == 86.76 V at 1833 Hz 

(VAo)41 == 106.07 x 0.22 == 23.33 V at 1927 Hz 

(VAoh7 = 106.07 x 0.314 == 33.31 V at 3619 Hz 

(VAoh9 ~ 106.07 x 0.314 == 33.31 V at 3713 Hz 
etc. 

(8-11 ) 

• 
Now we discuss the selection of the switching frequency and the frequency modu­

lation ratio mf. Because of the relative ease in filtering hannonic voltages at high fre­
quencies, it is desirable to use as high a switching frequency as possible, except for one 
significant drawback: Switching losses in the inverter switches increase proportionally 
with the switching frequency f •. Therefore, in most applications, the switching frequency 
is selected to be either less than 6 kHz or greater than 20 kHz to be above the audible 
range. If the optimum switching frequency (based on the overall system perfonnance) 
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turns out to be somewhere in the 6-20-kHz range, then the disadvantages of increasing 
it to 20 kHz are often outweighed by the advantage of no audible noise withfs of 20 kHz 
or greater. Therefore, in 50- or 6O-Hz type applications, such as ac motor drives (where 
the fundamental frequency of the inverter output may be required to be as high as 200 Hz), 
the frequency modulation ratio mf may be 9 or even less for switching frequencies of less 
than 2 kHz. On the other hand, mf will be larger than 100 for switching frequencies higher 
than 20 kHz. The desirable relationships between the triangular waveform signal and the 
control voltage signal are dictated by how large mfis. In the discussion here, mf = 21 is 
treated as the borderline between large and small, though its selection is somewhat 
arbitrary. Here, it is assumed that the amplitude modulation ratio ma is less than 1. 

8-2-1-1 Small m, (m, $. 21) 

1. Synchronous PWM. For small values of mf , the triangular waveform signal and 
the control signal should be synchronized to each other (synchronous PWM) as 
shown in Fig. 8-5a. This synchronous PWM requires that mf be an integer. 'The 
reason for using the synchronous PWM is that the asynchronous PWM (where "'I 
is not an integer) results in subharmonics (of the fundamental frequency) that are 
very undesirable in most applications. This implies that the triangular waveform 
frequency varies with the desired inverter frequency (e.g., if the inverter output 
frequency and hence the frequency of Vcontrol is 65.42 Hz and mf = 15, the 
triangular wave frequency should be exactly 15 x 65.42 = 981.3 Hz). 

2. mfshould be an odd integer. As discussed previously, mfshould be an odd integer 
except in single-phase inverters with PWM unipolar voltage switching, to be 
discussed in Section 8-3-2-2. 

8-2-1-2 Large m, (m, > 21) 

The amplitudes of subharmonics due to asynchronous PWM are small at large values ~ 
mf' Therefore, at large values of m" the asynchronous PWM can be used where the 
frequency of the triangular waveform is kept constant, whereas the frequency of Vconaall 

varies, resulting in noninteger values of mf (so long as they are large). However, if the 
inverter is supplying a load such as an ac motor, the subharmonics at zero or close to zero 
frequency, even though small in amplitude, will result in large currents that wiII be highly 
undesirable. Therefore, the asynchronous PWM should be avoided. 

8-2-1-3 Overmodulation (mil> 1.0) 

In the previous discussion, it was assumed that ma $. 1.0, corresponding to a sinusoidll 
PWM in the linear range. Therefore, the amplitude of the fil!tdamental-frequency vol. 
varies linearly with ma, as derived in Eq. 8-7. In this range of ma $. 1.0, PWM puslD 
the harmonics into a high-frequency range around the switching frequency and its mul­
tiples. In spite of this desirable feature of a sinusoidal PWM in the linear range, one ~ 
the drawbacks is that the maximum available amplitude of the fundamental-frequellCJ" 
component is not as high as we wish. This is a natural consequence of the notches in tt. 
output voltage waveform of Fig. 8-5b. 

To increase further the amplitude of the fundamental-frequency component in the 
output voltage, ma is increased beyond 1.0, resulting in what is called overmodulatiOJL 
Overmodulation causes the output voltage to contain many more harmonics in the si~ 
bands as compared with the linear range (with ma $. 1.0), as shown in Fig. 8-7. The 
harmonics with dominant amplitudes in the linear range may not be dominant durin& 
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ma = 2.5 

mf = 15 

Figure 8-7 Hannonics due to ovennodulation; drawn for ma = 2.5 and mf = 15. 

ovennodulation. More significantly, with ovennodulation, the amplitude of the funda­
mental-frequency component does not vary linearly with the amplitude modulation ratio 
mao Figure 8-8 shows the nonnalized peak. amplitude of the fundamental-frequency com­
ponent (VAo),/iVd as a function of the amplitude modulation ratio mao Even at reasonably 
large values of mf' (VAo),/iVd depends on mf in the ovennodulation region. This is 
contrary to the linear range (ma :s 1.0) where (VAo),/iVd varies linearly with mao almost 
independent of mf (provided mf > 9). 

With ovennodulation regardless of the value of mf' it is recommended that a syn­
chronous PWM operation be used, thus meeting the requirements indicated previously for 
a small value of mf" 
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Figure 8-8 Voltage control by varying mao 
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o 

As will be described in Chapter 11, the overmodulation region is avoided in unin­
terruptible power supplies because of a stringent requirement on minimizing the distortion 
in the output voltage. In induction motor drives described in Chapter 14, overmodulation 
is normally used. 

For sufficiently large values of ma , the inverter voltage waveform degenerates from 
a pulse-width-modulated waveform into a square wave, which is discussed in detail in the 
next section. From Fig. 8-8 and the discussion of square-wave switching to be presented 
in the next section, it can be concluded that in the overmodulation region with ma > 1 

Vd A 4 Vd 
2 < (VAo») <;2 (8-12) 

8-2-2 SQUARE-WAVE SWITCHING SCHEME 

In the square-wave switching scheme, each switch of the inverter leg of Fig. 8-4 is on for 
one half-cycle (180°) of the desired output frequency. This results in an output voltage 
waveform as shown in Fig. 8-9a. From Fourier analysis, the peak values of the funda­
mental-frequency and harmonic components in the inverter output waveform can be 
obtained for a given input V d as 

and 

A 4 Vd (Vd) (VAo») = ; 2 = 1.273 2 

. 
(V
' ) - (VAo») 
Aoh - -h-

(8-13) 

(8-]4) 

where the harmonic orde~h takes on only odd values, as shown in Fig. 8-9b. It should be 
noted that the square-wave switching is also a special case of the sinusoidal PWM 
switching when ma becomes so large that the control voltage waveform intersects with the 
triangular wavefonn in Fig. 8-5a only at the zero crossing of Vcontro). Therefore, the output 
voltage is independent of rna in the square-wave region, as shown in Fig. 8-8. 

One of the ,advantages, of the square-wave operation is that each inverter switch 
changes its state only twice per cycle, which is important at very high power levels where 
the solid-state switches generally have slower tum-on and tum-off speeds. One of the 
serious disadvantages, of square-wave switching is that the inverter is not capable of 
regulating the output voltage magnitude. Therefore, the dc input voltage Vd to the inverter 
must be adjusted in order to control the magnitude of the inverter output voltage. 
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Figure 8-9 Square-wave switching. 
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8-3 SINGLE-PHASE INVERTERS 

8-3-1 HALF-BRIDGE INVERTERS (SINGLE PHASE) 

Figure 8-10 shows the half-bridge inverter. Here, two equal capacitors are connected in 
series across the dc input and their junction is at a midpotential, with a voltage ~Vd across 
each capacitor. Sufficiently large capacitances should be used such that it is reasonable to 
assume that the potential at point 0 remains essentially constant with respect to the 
negative dc bus N. Therefore, this circuit configuration is identical to the basic one-leg 
inverter discussed in detail earlier, and v 0 = V Ao. 

Assuming PWM switching, we find that the output voltage waveform will be exactly 
as in Fig. 8-5h. It should be noted that regardless of the switch states, the current between 
the two capacitors C + and C _ (which have equal and very large values) divides equally. 
When T + is on, either T + or D + conducts depending on the direction of the output current, 
and io splits equally between the two capacitors. Similarly, when the switch T _ i~ in its 
on state, either T _ or D_ conducts depending on the direction of io' and io splits equally 
between the two capacitors. Therefore, the capacitors C+ and C_ are "effectively" 
connected in parallel in the path of io . This also explains why the junction 0 in Fig. 8-10 
stays at midpotential. 

Since io must flow through the parallel combination of C + and C _, io in steady state 
cannot have a dc component. Therefore, these capacitors act as dc ,blocking capacitors, 
thus eliminating the problem of transformer saturation from the primary side, if a trans­
former is used at the output to provide electrical isolation. Since the current in the primary 
winding of such a transformer would not be forced to zero with each switching, the 
transformer leakage inductance energy does not present a problem to the switches. 

In a half-bridge inverter, the peak voltage and current ratings of the switches are as 
follows: 

(8-15) 

and 

(8-16) 

8-3-2 FULL-BRIDGE INVERTERS (SINGLE PHASE) 

A full-bridge inverter is shown in Fig. 8-11. This inverter consists of two one-leg inverters 
of the type discussed in Section 8-2 and is preferred over other arrangements in higher 
power ratings. With the same dc input voltage, the maximum output voltage of the 

A 

+ 

Figure 8-10 Half-bridge inverter. 
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Figure 8-11 Single-phase full-bridge inverter. 

full-bridge inverter is twice that of the half-bridge inverter. This implies that for the same 
power, the output current and the switch currents are one-half of those for a half-bridge 
inverter. At high power levels, this is a distinct advantage, since it requires less paralleling 
of devices. 

8-3-2-1 PWM with Bipolar Voltage Switching 

This PWM scheme was first discussed in connection with the full-bridge dc- dc convert­
ers in Chapter 7. Here, the diagonally opposite switches (TA +, TB-) and (TA-, TB+) frona 
the two legs in Fig. 8-11 are switched as switch pairs 1 and 2, respectively. With this type 
of PWM switching, the output voltage waveform of leg A is identical to the output cI 
the basic one-leg inverter in Section 8-2, which is determined in the same manner by 
comparison .<:>f Vcontrol and Vtri in Fig. 8-12a. The output of inverter leg B is negative cI 
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Figure 8-12 PWM with bipolar voltage switching. 
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the leg A output; fOT example, when TA+ is on and VAo is equal to +~Vd' TB - is also 
on and VBo = -~Vd' Therefore 

(8-17) 

and 

(8-18) 

The Vo wavefonn is shown in Fig. 8-12b. The analysis carried out in Section 8-2 for the 
basic one-leg inverter completely applies to this type of PWM switching. Therefore, the 
peak of the fundamental-frequency component in the output voltage (Vol) can be obtained 
from Eqs. 8-7, 8-12, and S-ils as 

(ma s 1.0) (8-19) 

and 

(ma > 1.0) (8-20) 

In Fig. 8-12b, we observe that the output voltage Vo switches between -Vd and + Vd 
voltage levels. That is the reason why this type of switching is called a PWM with bipolar 
voltage switching. The amplitudes of harmonics in the output voltage can be obtained by 
using Tab,e 8-1, as illustrated by the following example . 

• Example 8-2 In the full-bridge converter circuit of Fig. 8-11, V d = 300 V, 
ma = 0.8, mf = 39, and the fundamental frequency is 47 Hz. Calculate the rms values of 
the fundamental-frequency voltage and some of the dominant harmonics in the output 
voltage v 0 if a PWM bipolar voltage-switching scheme is used. 

Solution From Eq. 8-18, the hannonics in Vo can be obtained by multiplying the 
hannonics in Table 8-1 and Example 8-1 by a factor of 2. Therefore from Eq. 8-11, the 
nns voltage at any hannonic h is given as 

(V) = _1_ . 2 • Vd eVAO)h = ~ (VAO)h 
o h V2 2 Vi2 V2 VJ2 

= 212 13 (VAO)h 
. VJ2 

Therefore, the rms voltages are as follows: 

Fundamental: Vol = 212.13 x 0.8 = 169.7 V at 47 Hz 

(Voh7 = 212.13 x 0.22 = 46.67 V at 1739 Hz 

(Voh9 = 212.13 x 0.818 ;: 173.52 V at 1833 Hz 

(Vo)41 ;: 212.13 x 0.22 ;: 46.67 V at 1927 Hz 

(Voh, = 212.13 x 0.314 = 66.60 V at 3619 Hz 

(Voh9 = 212.13 x 0.314 = 66.60 V at 3713 Hz 
etc. 

(8-21) 

• 
tIc-Side C~nt ;4' It is infonnative to look at the dc-side current id in the PWM 
biopolar voltage-switching scheme. 

For simplicity, fictitious L-C high-frequency filters will be used at the dc side as well 
as at the ac side, as shown in Fig. 8-13. The switching frequency is assumed to be very 
high, approaching infinity. Therefore, to filter out the high-switching-frequency compo-
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Figure 8-13 Inverter with "fictitious" filters. 

nents in v 0 and id , the filter components L and C required in both ac- and dc-side filters 
approach zero. This implies that the energy stored in the filters is negligible. Since the 
converter itself has no energy storage elements, the instantaneous power input must equal 
the instantaneous power output. 

Having made these assumptions, Vo in Fig. 8-13 is a pure sine wave at the funda­
mental output frequency 00" 

(8-22) 

If the load is as shown in Fig. 8-13, where eo is a sine wave at frequency 00" then 
the output current would also be sinusoidal and would lag v 0 for an inductive load such 
as an ac motor: 

(8-23) 

where <f> is the angle by which io lags vo. 
On the dc side, the L-C filter will filter the high-switching-frequency components in 

id , and i; would only consist of the low-frequency and dc components. 
Assuming that no energy is stored in the filters, 

Vdi:<t) = vo(t)io(t) = V2Vosin w,tV2losin(w)t - <f» (8-24) 

Therefore 

where 

and 

.• Volo Volo . 
I~t) = Vd cos <f> - Vd cos(2w,t - <f» = Id + Id2 

= Id - V2ld2cos(2w,t - <f» 

1 Volo 
Id2 = V2 Vd 

(8-25) 

(8-26) 

(8-27) 

(8-28) 

Equation 8-26 for i; shows that it consists of a dc component Id' which is responsible 
for the power transfer from Vd on the dc side of the inverter to the ac side. Also, i; 
contains a sinusoidal component at twice the fundamental frequency. The inverter input 
current id consists of i; and the high-frequency components due to inverter switchings, as 
shown in Fig. 8-14. 



B-3 SINGLE-PHASE INVERTERS 215 

o 

Vo (filtered) 

r- r- r- - r-- r-- r-- ...- I 'T r" 
... - ...... 

'" ... ~ r~ Vd 

/: r 
r' I{ ~' !. i"" -Vd ..... 

1""" 
., 

--L r-.... '-- '-- .... 

Figure 8-14 The dc-side current in a single-phase inverter with PWM 
bipolar voltage switching. 

In practical systems, the previous assumption of a constant dc voltage as the input to 
the inverter is not entirely valid. Normally, this dc voltage is obtained by rectifying the 
ac utility line voltage. A large capacitor is used across the rectifier output terminals to 
filter the dc voltage. The ripple in the capacitor voltage, which is also the dc input voltage 
to the inverter, is due to two reasons: (1) The rectification of the line voltage to produce 
dc does not result in a pure dc as discussed in Chapters S and 6, dealing with the 
line-frequency rectifiers. (2) As shown earlier by Eq. 8-26, the current drawn by a 
single-phase inverter from the dc side is not a constant dc but has a second harmonic 
component (of the fundamental frequency at the inverter output) in addition to the high­
switching-frequency components. The second harmonic current component results in a 
ripple in the capacitor voltage, although the voltage ripple due to the high switching 
frequencies is essentially negligible. 

8-3-2-2 PWM with Unipolar Voltage Switching 

In PWM with unipolar voltage switching, the switches in the two legs of the full-bridge 
inverter of Fig. 8-11 are not switched simultaneously, as in the previous PWM scheme. 
Here, the legs A and B of the full-bridge inverter are controlled separately by comparing 
Vtri with Vcontrol and -Vcontrol> respectively. As shown in Fig. 8-1Sa, the comparison of 
Vcontrol with the triangular waveform results in the following logic signals to control the 
switches in leg A: 

V control > V tri: 

V control < V tri: 

TA+ on and VAN = Vd 
TA - on and VAN = 0 

(8-29) 

The output voltage of inverter leg A with respect to the negative dc bus N is shown in Fig. 
8-ISh. For controlling the leg B switches, -vcontrol is compared with the same triangular 
waveform, which yields the following: 

(-Vcontrol) > Vlri: 

(-Vcontrol) < Vlri: 

TB + on and VBN = Vd 
TB - on and VBN = 0 

(8-30) 
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Figure 8-15 PWM with unipolar voltage switching (single phase). 

Because of the feedback diodes in andparallel with the switches, the forego­
ing voltages given by Eqs. 8-29 and 8-30 are independent of the direction of the output 
current io • 

The wavefonns of Fig. 8-15 show that there are four combinations of switch on-states 
and the corresponding voltage levels: 
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1. TA +, TB - on: VAN :::::: Vd, VBN :::::: 0; Vo:::::: Vd 
2. TA -, TB + on: VAN :::::: 0, VBN :::::: Vd; vo:::::: -Vd 
3. TA +, TB + on: VAN :::::: Vd , VBN :::::: Vd ; Vo:::::: 0 

(8-31) 

4. TA -, TB - on: VAN :::::: 0, VBN :::::: 0; vo:::::: 0 

We notice that when both the upper switches are on, the output voltage is zero. The 
output current circulates in a loop through TA + and DB + or DA + and TB + depending on 
the direction of io • During this interval, the input current id is zero. A similar condition 
occurs when both bottom switches TA - and TB - are on. 

In this type of PWM scheme, when a switching occurs, the output voltage changes 
between zero and + Vd or between zero and - Vd voltage levels. For this reason, this type 
of PWM scheme is called PWM with a unipolar voltage switching, as opposed to the 
PWM with bipolar (between + V d and - V d) voltage-switching scheme described earlier. 
This scheme has the advantage of "effectively" doubling the switching frequency as far 
as the output harmonics are concerned, compared to the bipolar voltage-switching 
scheme. Also, the voltage jumps in the output voltage at each switching are reduced to Vd , 

as compared to 2Vd in the previous scheme. 
The advantage of "effectively" doubling the switching frequency appears in the 

harmonic spectrum of the output voltage waveform, where the lowest harmonics (in the 
idealized circuit) appear as sidebands of twice the switching frequency. It is easy to 
understand this if we choose the frequency modulation ratio mf to be even (mf should be 
odd for PWM with bipolar voltage switching) in a single-phase inverter. The voltage 
waveforms V AN and VBN are displaced by 1800 of the fundamental frequency II with respect 
to each other. Therefore, the harmonic components at the switching frequency in V AN and 
VBN have the same phase (c1>AN - c1>BN:::::: 1800 

• mf:::::: 0°, since the waveforms are 180° 
displaced and mf is assumed to be even). This results in the cancellation of the harmonic 
component at the switching frequency in the output voltage V 0 :::::: VAN - VBN• In addition, 
the sidebands of the switching-frequency harmonics disappear. In a similar manner, the 
other dominant harmonic at twice the switching frequency cancels out, while its sidebands 
do not. Here also 

(ma :s; 1.0) (8-32) 

and 

(ma > 1.0) (8-33) 

• Example 8·3 In Example 8-2, suppose that a PWM with unipolar voltage­
switching scheme is used, with mf :::::: 38. Calculate the rms values of the fundamental­
frequency voltage and some of the dominant harmonics in the output voltage. 

Solution Based on the .. discussion of unipolar voltage switching, the harmonic order 
h can be written as 

(8-34) 

where the harmonics exist as sidebands around 2mf and the multiples of 2mf . Since h is 
odd, kin Eq. 8-34 attains only odd values. From Example 8-2 

(VAoh 
(Vo)h:::::: 212.13 Vd/2 

(8-35) 
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Using Eq. 8-35 and Table 8-1, we find that the rms voltages are as follows: 

At fundamental or 47 Hz: Vol = 0,8 x 212.13 = 169.7 V 
At h =. 2mf - 1 == 75 or 3525 Hz: {Vohs = 0.314 x 212.13 = 66.60 V 
At h = 2mf + 1 :; 77 or 3619 Hz: {Voh7 = 0.314 X 212.13 = 66.60 V 
etc. 

Comparison of the unipolar voltage switching with the bipolar voltage switching of 
Example 8-2 shows that, in both cases, the fundamental-frequency voltages are the same 
for equal mao However, with unipolar voltage switching, the dominant harmonic voltages 
centered around mf disappear, thus resulting in a significantly lower harmonic content. • 

dc-Side Current id • Under conditions similar to those in the circuit of Fig. 8-13 for the 
PWM with bipolar voltage switching, Fig. 8-16 shows the dc-side current id for the PWM 
unipolar voltage-switching scheme, where mf = 14 (instead of mf = 15 for the bipolar 
voltage switching). 

By comparing Figs. 8-14 and 8-16, it is clear that using PWM with unipolar voltage 
switching results in a smaller ripple in the current on the dc side of the inverter. 

8-3-2-3 Square-Wave Operation 

The full-bridge inverter can also be operated in a square-wave mode. Both types of PWM 
discussed earlier degenerate into the same square-wave mode of operation, where the 
switches (TA+' TB -) and (TB+, TA-) are operated as two pairs with a duty ratio of 0.5. 

As is the case in the square-wave mode of operation, the output voltage magnitude 
given below is regulated by controlling the input dc voltage: 

~ 4 
VI = -Vd o 11 

8-3-2-4 Output Control by Voltage CaneeUation 

(8-36) 

This type of control is feasible only in a single-phase, full-bridge inverter circuit. It is 
based on the combination of square-wave switching and PWM with a unipolar voltage 
switching. In the circuit of Fig. 8-17a, the switches in the two inverter legs are controlled 
separately (similar to PWM unipolar voltage switching). But all switches have a duty raio 
of 0.5, similar to a square-wave control. This results in waveforms forv AN and vBN shown 
in Fig. 8-17b, where the waveform overlap angle a can be controlled. During this overlap 
interval, the output voltage is zero as a consequence of either both top switches or both 

Figure 8-16 The dc-side current in a single-phase inverter with 
PWM unipolar voltage switching. 
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F~e 8-17 Full-bridge, single-phase inverter control by voltage cancellation: (a) power 
c:ircuit; (b) wavefonn5; (c) normalized fundamental and harmonic voltage output and total 
hannonic distortion as a function of a. 

bottom switches being on. With a = 0, the output waveform is similar to a square-wave 
inverter with the maximum possible fundamental output magnitude. 

It is easier to derive the fundamental and the harmonic frequency components of the 
output voltage in terms of ~ =: 90° - ~, as is shown in Fig. 8-17b: 

• 2 fTrl2 
(Vo)1I = - vocos(hO) dO 

11' -'1'(12 

= ~ f~ VdCOS(h9) de 
11' _p 

A 4 
:,(Vo )1I = lI'h Vdsin(h~) (8-37) 

where ~ = 90° - ~a and h is an odd integer. 
Figure 8-17e shows the variation in the fundamental-frequency component as well as 

the harmonic voltages as a function of a. These are normalized with respect to the 
fundamental-frequency component for the square-wave (a == 0) operation. The total 
harmonic distortion, which is the ratio of the rms value of the harmonic distortion to the 
rms value of the fundamental-frequency component, is also plotted as a function of a. 
Because of a large distortion, the curves are shown as dashed for large values of a. 

8 = 
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8-3-2-5 Switch Utilization in Full-Bridge Inverters 

Similar to a half-bridge inverter, if a transformer is utilized at the output of a full-bridge 
inverter, the transformer leakage inductance does not present a problem to the switches. 

Independent of the type of control and the switching scheme used, the peak switch 
voltage and current ratings required in a full-bridge inverter are as follows: 

VT = Vd (8-38) 

and 

(8-39) 

8-3-2-6 Ripple in the Single-Phase Inverter Output 

The ripple in a repetitive waveform refers to the difference between the instantaneous 
values of the waveform and its fundamental-frequency component. 

Figure 8-18a shows a single-phase switch-mode inverter. It is assumed to be sup­
plying an induction motor load, which is shown by means of a simplified equivalent 
circuit with a counter electromotive force (emf) eo' Since eo(t) is sinusoidal, only the 
sinusoidal (fundamental-frequency) components of the inverter output voltage and current 
are responsible for the real power transfer to the load. 

We can separate the fundamental-frequency and the ripple components in Vo and io by 
applying the principle of superposition to the linear circuit of Fig. 8-18a. Let v 0 = Vol + 
vripple and io = io1 + iripple' Figures 8-18b, c show the circuits at the fundamental 
frequency and at the ripple frequency, respectively, where the ripple frequency compo­
nent consists of sub-components at various harmonic frequencies. 

Therefore, in a phasor form (with the fundamental-frequency components designated 
by subscript 1) as shown in Fig. 8-18d, 

Single-phase 
inverter 

(b) 

(a) 

(8-40) 

(c) 

(el) 

Figure 8-18 Single-phase inverter: (a) circuit; (b) fundamental-frequency components; 
(c) ripple frequency components; (rf) fundamental-frequency phasor diagram. 
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Since the superposition principle is valid here, all the ripple in Vo appears across L, 
where 

Vripple(t) :::: Vo - Vol 

The output current ripple can be calculated as 

I f' iripp1e(t) = L 0 Vripple(') d, + k 

where k is a constant and , is a variable of integration. 

(8-41) 

(8-42) 

With a properly selected time origin t :::: 0, the constant k in Eq. 8-42 wiII be zero. 
Therefore, Eqs. 8-41 and 8-42 show that the current ripple is independent of the power 
being transferred to the load. 

As an example, Fig. 8-19a shows the ripple current for a square-wave inverter output. 
Figure 8-l9b shows the ripple current in a PWM bipolar voltage switching. In drawing 
Figs. 8-19a and 8-l9b, the fundamental-frequency components in the inverter output 
voltages are kept equal in magnitude (this requires a higher value of Vd in the PWM 
inverter). The PWM inverter results in a substantially smaller peak ripple current com­
pared to the square-wave inverter. This shows the advantage of pushing the harmonics in 
the inverter output voltage to as high frequencies as feasible, thereby reducing the losses 
in the load by reducing the output current harmonics. This is achieved by using higher 
inverter switching frequencies, which would result in more frequent switchngs and hence 
higher switching losses in the inverter. Therefore, from the viewpoint of the overall 
system energy efficiency, a compromise must be made in selecting the inverter switching 
frequency. 

8-3-3 PUSH-PULL INVERTERS 

Figure 8-20 shows a push-pull inverter circuit. It requires a transformer with a center­
tapped primary. We will initially assume that the output current io flows continuously. 
With this assumption, when the switch T) is on (and T2 is off), T) would conduct for a 
positive value of io ' and Dl would conduct for a negative value of io ' Therefore, regardless 
of the direction of io ' Vo :::: Vd1n, where n is the transformer turns ratio between the 
primary half and the secondary windings, as shown in Fig. 8-20. Similarly, when T2 is on 
(and T) is off), Vo :::: - Vd1n. A push-pull inverter can be operated in a PWM or a 
square-wave mode and the waveforms are identical to those in Figs. 8-5 and 8-12 for 
half-bridge and full-bridge inverters. The output voltage in Fig. 8-20 equals 

and 

• Vd 
Vol :::: ma-; 

Vd • 4 Vd -<V)<-­n 0 1T n 

(ma ~ 1.0) 

(ma > 1.0) 

In a push-pull inverter, the peak switch voltage and current ratings are 

(8-43) 

(8-44) 

(8-45) 

The main advantage of the push - pull circuit is that no more than one switch in series 
conducts at any instant of time. This can be important if the dc input to the converter is 
from a low-voltage source, such as a battery, where the voltage drops across more than 
one switch in series would result in a significant reduction in energy efficiency. Also, the 
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Figure 8-20 Push-pull inverter 
(single phase). 

control drives for the two switches have a common ground. It is, however, difficult to 
avoid the dc saturation of the transfonner in a push-pull inverter. 

The output current, which is the secondary current of the transfonner, is a slowly 
varying current at the fundamental output frequency. It can be assumed to be a constant 
during a switching interval. When a switching occurs, the current shifts from one half to 
the other half of the primary winding. This requires very good magnetic coupling between 
these two half-windings in order to reduce the energy associated with the leakage induc­
tance of the two primary windings. This energy will be dissipated in the switches or in 
snubber circuits used to protect the switches. This is a general phenomenon associated 
with all converters (or inverters) with isolation where the current in one of the windings 
is forced to go to zero with every switching. This phenomenon is very important in the 
design of such converters. 

In a pulse-width-modulated push-pull inverter for producing sinusoidal output (un­
like those used in switch-mode dc power supplies), the transfonner must be designed for 
the fundamental output frequency. The number of turns will therefore be high compared 
to a transfonner designed to operate at the switching frequency in a switch-mode dc power 
supply. This will result in a high transfonner leakage inductance, which is proportional to 
the square of the number of turns, provided all other dimensions are kept constant. This 
makes it difficult to operate a sine-wave-modulated PWM push-pull inverter at switching 
frequencies higher than approximately 1 kHz. 

8-3-4 SWITCH UTILIZATION IN SINGLE-PHASE INVERTERS 

Since the intent in this section is to compare the utilization of switches in various single­
phase inverters, the circuit conditions are idealized. We will assume that Vd,max is the 
highest value of the input voltage, which establishes the switch voltage ratings. In the 
PWM mode, the input remains constant at Vd,max' In the square-wave mode, the input 
voltage is decreased below Vd,max to decrease the output voltage from its maximum value. 
Regardless of the PWM or the square-wave mode of operation, we assume that there is 
enough inductance associated with the output load to yield a purely sinusoidal current (an 
idealized condition indeed for a square-wave output) with an nns value of lo.max at the 
maximum load. 

If the output current is assumed to be purely sinusoidal, the inverter nns volt-ampere 
output at the fundamental frequency equals Volo•max at the maximum rated output, where 
the subscript 1 designates the fundamental-frequency component of the inverter output. 
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With VT and IT as the peak voltage and current ratings of a switch, the combined utili­
zation of all the switches in an inverter can be defined as 

V I 
Switch utilization ratio = OIVO~ 

q T T 

where q is the number of switches in an inverter. 

(8-46) 

To compare the utilization of switches in various single-phase inverters, we will 
initially compare them for a square-wave mode of operation at the maximum rated output. 
(The maximum switch utilization occurs at Vd = Vd•max') 

Push-Pull Inverter 

VT = 2Vd,max Ir = V2/o
,max 
n 

4 Vdmax V -----'-
ol,max - 11'V2 n q=2 

(n = turns ratio, Fig. 8-20) 

I 

(8-47) 

:.Maximum switch utilization ratio = 211' = 0.16 (8-48) 

Half-Bridge Inverter 

4 Vd max 
V -----'-

ol.max - 11'V2 2 q = 2 (8-49) 

I 
:.Maximum switch utilization ratio = 211' = 0.16 

Full-Bridge Inverter 

4 
VT = Vd,max Ir = V2lo,max = 11'V2 Vd,max q = 4 

1 
:.Maximum switch utilization ratio = 211' = 0.16 

This shows that in each inverter, the switch utilization is the same with 

1 
Maximum switch utilization ratio = 211' = 0.16 

(8-50) 

(8-51) 

(8-52) 

(8-53) 

In practice, the switch utilization ratio would be much smaller than 0.16 for the 
following reasons: (1) switch ratings are chosen conservatively to provide safety margins; 
(2) in determining the switch current rating in a PWM inverter, one would have to take 
into account the variations in the input dc voltage available; and (3) the ripple in the output 
current would influence the switch current rating. Moreover, the inverter may be required 
to supply a short-term overload. Thus, the switch utilization ratio, in practice, would be 
substantially less than the 0.16 calculated. 

At the lower output volt-amperes compared to the maximum rated output, the switch 
utilization decreases linearly. It should be noted that using a PWM switching with ma !S; 

1.0, this ratio would be smaller by a factor of (1I'/4)ma as compared to the square-wave 
switching: 

M . . h '1" . 1 11' 1 axlmum SWltc utllzatlon ratio = 211' "4 ma = gma (8-54) 

(PWM, ma !S; 1.0) 

Therefore, the theoretical maximum switch utilization ratio in a PWM switching is only 
0.125 at ma = 1, as compared with 0.16 in a square-wave inverter. 
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• Example 84 In a single-phase full-bridge PWM inverter, Vd varies in a range of 
295-325 V. The output voltage is required to be constant at 200 V (nns) , and the 
maximum load current (assumed to be sinusoidal) is IO A (nns). Calculate the combined 
switch utilization ratio (under these idealized conditions, not accounting for any overcur­
rent capabilities). 

Solution In this inverter 

VT = Vd,max = 325 V 

IT = Vilo = Vi x 10 == 14.14 
q = no. of switches = 4 

The maximum output volt-ampere (fundamental frequency) is 

Vollo,max = 200 X 10 == 2000 VA 

Therefore, from Eq. 8-46 

V I 2000 
Switch utilization ratio == ;~~;; == 4 X 325 X 14.14 = 0.11 

1-4 THREE-PHASE INVERTERS 

(8-55) 

• 

In applications such as uninterruptible ac power supplies and ac motor drives, three-phase 
inverters are commonly used to supply three-phase loads. It is possible to supply a 
three-phase load by means of three separate single-phase inverters, where each inverter 
produces an output displaced by 120° (of the fundamental frequency) with respect to each 
other. Though this arrangement may be preferable under certain conditions, it requires 
either a three-phase output transfonner or separate access to each of the three phases of 
the load. In practice, such access is generally not available. Moreover, it requires 12 
switches. 

The most frequently used three-phase inverter circuit consists of three legs, one for 
each phase, as shown in Fig. 8-21. Each inverter leg is similar to the one used for 
describing the basic one-leg inverter in Section 8-2. Therefore, the output of each leg, for 
example VAN (with respect to the negative dc bus), depends only on Vd and the switch 
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Figure 8-21 Three-phase inverter. 
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status; the output voltage is independent of the output load current since one of the two 
switches in a leg is always on at any instant. Here, we again ignore the blanking time 
required in practical circuits by assuming the switches to be ideal. Therefore, the inverter 
output voltage is independent of the direction of the load current. 

8-4-1 PWM IN THREE-PHASE VOLTAGE SOURCE INVERTERS 

Similar to the single-phase inverters, the objective in pulse-width-modulated three-phase 
inverters is to shape and control the three-phase output voltages in magnitude and fre­
quency with an essentially constant input voltage Yd' To obtain balanced three-phase 
output voltages in a three-phase PWM inverter, the same triangular voltage waveform is 
compared with three sinusoidal control voltages that are 120° out of phase, as shown in 
Fig. 8-22a (which is drawn for mf = IS). 

It should also be noted from Fig. 8-22b that an identical amount of average dc 
component is present in the output voltages v AN and VBN' which are measured with respect 
to the negative dc bus. These dc components are canceled out in the line-to-line voltages, 
for example in v AB shown in Fig. 8-22b. This is similar to what happens in a single-phase 
full-bridge inverter utilizing a PWM switching. 

In the three-phase inverters, only the harmonics in the line-to-line voltages are of 
concern. The harmonics in the output of anyone of the legs, for example v AN in Fig. 
8-22b, are identical to the harmonics in VAo in Fig. 8-S, where only the odd harmonics 
exist as sidebands, centered around mf and its multiples, provided mf is odd. Only 
considering the harmonic at mf(the same applies to its odd multiples), the phase difference 
between the mf harmonic in VAN and VBN is (120 mft. This phase difference will be 
equivalent to zero (a mUltiple of 360°) if mf is odd and a multiple of 3. As a consequence, 
the harmonic at mf is suppressed in the line-to-line voltage v AB' The same argument 
applies in the suppression of harmonics at the odd multiples of mf if mf is chosen to be an 
odd multiple of 3 (where the reason for choosing mf to be an odd multiple of 3 is to keep 
mf odd and, hence, eliminate even harmonics). Thus, some of the dominant harmonics in 
the one-leg inverter can be eliminated from the line-to-line voltage of a three-phase 
inverter. 

PWM considerations are summarized as follows: 

I. For low values of mf' to eliminate the even harmonics, a synchronized PWM 
should be used and!7'f should be an odd integer. Moreover, mf should be a 
multiple of 3 to cancel out the most dominant harmonics in the line-to-line 
voltage. 

2. For large values ofmf. the comments in Section 8-2-1-2 for a single-phase PWM 
apply. 

3. During overmodulation (ma > 1.0), regardless of the value of mf' the conditions 
pertinent to a small mf should be observed. 

8-4-1-1 Linear Modulation (ma ::s 1.0) 

In the linear region (ma ::s 1.0), the fundamental-frequency component in the output 
voltage varies linearly with the amplitude modulation ratio ma' From Figs. 8-Sb and 
8-22b, the peak value of the fundamental-frequency component in one of the inverter 
legs is 

(8-S6) 
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Figure 8-22 Three-phase PWM waveforms and harmonic spectrum. 
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Therefore, the line-to-line rms voltage at the fundamental frequency, due to 1200 

phase displacement between phase voltages, can be written as 

VLL v'3 A 

(Iine-Iin~, rms) = "Vi (V ANh 

V3 
= 2y'2maVd 

= 0.612maVd (ma $ 1.0) (8-57) 

The harmonic components of the line-to-line output voltages can be calculated in a similar 
manner from Table 8-1, recognizing that some of the harmonics are canceled out in the 
line-to-line voltages. These rms harmonic voltages are listed in Table 8-2. 

8-4-1-2 Ovennodulation (ma > 1.0) 

In PWM overmodulation, the peak of the control voltages are allowed to exceed the 
peak of the triangular waveform. Unlike the linear region, in this mode of operation 
the fundamental-frequency voltage magnitude does not increase proportionally with 
mao This is shown in Fig. 8-23, where the rms value of the fundamental-frequency 
line-to-Iine voltage V LLI is plotted as a function of mao Similar to a single-phase PWM, 
for sufficiently large values of ma , the PWM degenerates into a square-wave inverter 
waveform. This results in the maximum value of V LL

J 
equal to 0.78Vd as explained in 

the next section. 
In the overmodulation region compared to the region with ma $ 1.0, more sideband 

harmonics appear centered around the frequencies of harmonics mf and its multiples. 
However, the dominant harmonics may not have as large an amplitude as with ma $ 1.0. 
Therefore, the power loss in the load due to the harmonic frequencies may not be as high 
in the ovennodulation region as the presence of additional sideband harmonics would 
suggest. Depending on the nature of the load and on the switching frequency, the losses 
due to these harmonics in overmodulation may be even less than those in the linear region 
of the PWM. 

Table 8-2 Generalized Hannonics of Vn for a Large and Odd 
mf That Is a Multiple of 3. 

~ 0.2 0.4 0.6 0.8 1.0 

1 0.122 0.245 0.367 0.490 0.612 

mf ± 2 0.010 0.037 0.080 0.135 0.195 
mf ± 4 0.005 0.011 

2mf ± 1 0.116 0.200 0.227 0.192 0.111 
2mf ± 5 0.008 0.020 
3mf ± 2 0.027 0.085 0.124 0.108 0.038 
3mf ± 4 0.007 0.029 0.064 0.0% 
4mf ± 1 0.100 0.096 0.005 0.064 0.042 
4mf ± 5 0.021 0.051 0.073 
4mf ± 7 0.010 0.030 

Note: (V LLhlV d are tabulated as a function of rna where (V LL)h are the nns 
values of the harmonic voltages. 
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8-4-2 SQUARE-WAVE OPERATION IN THREE-PHASE INVERTERS 

If the input dc voltage Vd is controllable, the inverter in Fig. 8-24a can be operated in a 
square-wave mode. Also, for sufficiently large values of rna' PWM degenerates into 
square-wave operation and the voltage waveforms are shown in Fig. 8-24h. Here, each 
switch is on for 1800 (i.e., its duty ratio is 50%). Therefore, at any instant of time, three 
switches are on. 

In the square-wave mode of operation, the inverter itself cannot control the magnitude 
of the output ac voltages. Therefore, the dc input voltage must be controlled in order to 
control the output in magnitude. Here, the fundamental-frequency line-to-line rms voltage 
component in the output can be obtained from Eq. 8-13 for the basic one-leg inverter 
operating in a square-wave mode: 

Vu. V3 4 Vd ,== __ _ 
(rms) V211" 2 

V6 
==-Vd 11" 
= 0.78Vd (8-58) 

The line-to-line output voltage waveform does not depend on the load and contains 
harmonics (6n ± 1; n == 1, 2, ... ), whose amplitudes decrease inversely proportional 
to their harmonic order, as shown in Fig. 8-24c: 

where 

0.78 
Vu. == --Vd 

• h 

h = 6n ± 1 (n == 1,2,3, ... ) 

(8-59) 
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Figure 8-24 Square-wave inverter (three phase). 

It should be noted that it is not possible to control the outRlltl!lagnitude l!1 a three­
phase, square-wave inverter by means of voltage cancellation as described in Section 
8-3-2-4. 

8-4-3 SWITCH UTILIZATION IN THREE-PHASE INVERTERS 

We will assume that Vd•max is the maximum input voltage that remains constant during 
PWM and is decreased below this level to control the output voltage magnitude in a 
square-wave mode. We will also assume that there is sufficient inductance associated with 
the load to yield a pure sinusoidal output current with an rms value of lo,max (both in the 
PWM and the square-wave mode) at maximum loading. Therefore, each switch would 
have the following peak. ratings: 

(8-60) 

and 

(8-61) 

If V IL, is the rms value of the fundamental-frequency line-to-line voltage component, 
the three-phase output volt-amperes (rms) at the fundamental frequency at the rated out­
put is 

(VA)3_phase = 0vIL ,/o,max (8-62) 
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Therefore, the total switch utilization ratio of all six switches combined is 

S 'h 'I" , (V Ah-phue 
WltC uti IzatIon ratio = 6V

T
h 

_ V3Vu ,Io.maA 
- 6Vd •max 0lo •max 

I Vu , 

= 2V6 Vd•max (8-63) 

In the PWM linear region (ma :S 1,0) using Eq. 8-57 and noting that the maximum switch 
utilization occurs at Vd = Vd.max , 

Maximum switch utilization ratio I V3 
(PWM) = -2V6-6 2-0-2ma 

= !m 8 a 

(8-64) 

In the square-wave mode, this ratio is 1/211' = 0.16 compared to a maximum of 0.125 for 
a PWM linear region with ma = 1.0. 

In practice, the same derating in the switch utilization ratio applies as discussed in 
Section 8-3-4 for single-phase inverters. 

Comparings Eqs. 8-54 and 8-64, we observe that the maximum switch utilization 
ratio is the same in a three-phase, three-leg inverter as in a single-phase inverter. In other 
words, using the switches with identical ratings, a three-phase inverter with 50% increase 
in the number of switches results in a 50% increase in the output volt-ampere, compared 
to a single-phase inverter. 

8-4-4 RIPPLE IN THE INVERTER OUTPUT 

Figure 8-25a shows a three-phase, three-leg, voltage source, switch-mode inverter in a 
block diagram form. It is assumed to be supplying a three-phase ac motor load. Each 
phase of the load is shown by means of its simplified equivalent circuit with respect to the 
load neutral n. The induced back-emfs eA(t), eB(t), and ec(t) are assumed to be sinusoidal . 
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Under balanced operating conditions, it is possible to express the inverter phase 
output voltages v AN. and so on (with respect to the load neutral n), in tenns of the inverter 
output voltages with respect to the negative dc bus N: 

Each phase voltage can be written as 

dik 
Vkn = L dt + ekn 

In a three-phase, three-wire load 

and 

(k = A, B, C) 

(k = A, B, C) 

d 
d/iA + iB + id = 0 

(8-65) 

(8-66) 

(8-()7a) 

(8-67b) 

Similarly, under balanced operating conditions, the three back-emfs are a balanced 
three-phase set of voltages, and therefore 

(8-68) 

From the foregoing equations, the following condition for the inverter voltages can be 
written: 

(8-69) 

Using Eqs. 8-65 through 8-69, 

VnN = ~(v AN + VBN + VCN) (8-70) 

Substituting VnN from Eq. 8-70 into Eq. 8-65, we can write the phase-to-neutral voltage 
for phase A as 

(8-71) 

Similar equations can be written for phase B and C voltages. 
Similar to the discussion in Section 8-3-2-6 for the ripple in the single-phase inverter 

output, only the fundamental-frequency components of the phase voltage v All, and the 
output current iA1 are responsible for the real power transfonner since the back-emf eA(t) 
is assumed to be sinusoidal and the load resistance is neglected. Therefore, in a phasor 
fonn as shown in Fig. 8-25b 

VAil, = EA + jWlLIA I (8-72) 

By using the principle of superposition, all the ripple in v An appears across the load 
inductance L. Using Eq. 8-71, the wavefonn for the phase-to-Ioad-neutral voltage VAil is 
shown in Figs. 8-260 and 8-26b for square-wave and PWM operations, respectively. Both 
inverters have identical magnitudes of the fundamental-frequency voltage component 
VAil" which requires a higher Vd in the PWM operation. The voltage ripple Vripple (=VAII 

- V All,) is the ripple in the phase-to-neutral voltage. Assuming identical loads in these two 
cases, the output current ripple is obtained by using Eq. 8-42 and plotted in Fig. 8-26. 
This current ripple is independent of the eower beinK transferred, that is, the current ripple 
would be the same so long as for a given load inductance L, the ripple in the inverter 
output voltage remains constant in magnitude and frequency. This comparison indicates 
that for large values of ml' the currel}tripplC? il! the Y}YM inverter_ will~ significantly 
lower compared to a. square-wave inverter. 
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8-4-5 dc-SIDE CURRENT id 

Similar to the treatment of a single-phase inverter, we now look at the voltage and current 
wavefonns associated with the dc side of a pulse-width-modulated, three-phase inverter. 
The input voltage Vd is assumed to be dc without any ripple. If the switching frequency 
in Fig. 8-25a is assumed to approach infinity, then similar to Fig. 8-13, a fictitious filter 
with negligible energy storage can be inserted on the ac side and the current at the inverter 
output will be sinusoidal with no ripple. Because of the assumption of no energy storage 
in the fictitious ac-side filter, the instantaneous ac power output can be expressed in tenns 
fundamental-frequency output voltages and currents. Similarly, on the dc side, a fictitious 
filter with no energy storage, as shown in Fig. 8-13, can be assumed. Then, the high­
switching-frequency components in id are filtered. Now equating the instantaneous power 
input to the instantaneous power output, we get 

Vdi; = vA",(t)iA(t) + vs"Jt)is(t) + vc",(t)idt) (8-73) 

In a balanced steady-state operation, the three phase quantities are displaced by 120° 
with respect to each other. Assuming that <I> is the phase angle by which a phase current 
lags the inverter phase voltage and V2Vo and V2Io are the amplitudes of the phase 
voltages and currents, respectively, yields 

• 2Volo [ 
id = -v;- cos Wit COS(Wlt - <1» + COS(Wlt - 1200)cos(wlt - 120° - <1» 

+COS(Wlt + 120°) COS(Wlt + 120° - <1»] 

3Volo 
= -v;-cos <I> = Id (a dc quantity) (8-74) 

The foregoing analysis shows that i; is a dc quantity, unlike in the single-phase 
inverter, where i; contained a component at twice the output frequency. However, ill 
consists of high-frequency switching components as shown in Fig. 8-27, in addition to 
I;. These high-frequency components, due to their high frequencies, would have a neg­
ligible effect on the capacitor voltage Vd • 

8-4-6 CONDUCTION OF SWITCHES IN THREE-PHASE INVERTERS 

We discussed earlier that the output voltage does not depend on the load. However, the 
duration of each switch conduction is dependent on the power factor of the load. 

8-4-6-1 Square-Wave Operation 

Here, each switch is in its on state for 180°. To determine the switch conduction interval, 
a load with a fundamental-frequency displacement angle of 30° (lagging) is assumed (as 

~ '" ) ~ '" J ~ I ~ ~ j I ) 

r II t Ir II J~ = i; 

1 
o 

Figure 8-27 Input dc current in a three-phase inverter. 
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Figure 8-28 Square-wave inverter: phase A wavefonns. 

an example). The waveforms are shown in Fig. 8-28 for one of the three phases. The 
phase-to-neutral voltages VAn and VAn, are shown in Fig. 8-28a. In Fig. 8-28b, V AN (with 
respect to the negative dc bus), iA , and its fundamental component iA , are plotted. Even 
though the switches TA + and TA - are in their on state for 180°, due to the lagging power 
factor of the load, their actual conduction intervals are smaller than 180°. It is easy to 
interpret that as the power factor (lagging) of the load decreases, the diode conduction 
intervals will increase and the switch conduction intervals will decrease. On the other 
hand, with a purely resistive load, theoretically the feedback diodes would not conduct 
at all. 

8-4-6-2 PWM Operation 

The voltage and current waveforms associated with a PWM inverter are shown in Fig. 
8-29. Here, as an example, the load displacement power factor angle is assumed to be 
30° (lagging). Also, the output current is assumed to be a perfect sinusoid. In Figs. 
8-29a through 8-29c, the phase to the negative dc bus voltages and the phase current 
(VAn> iA • etc.) are plotted for approximately one-fourth of the fundamental-frequency 
cycle. 

By looking at the devices conducting in Figs. 8-29a through 8-29c, we notice that 
there are intervals during which the phase currents iA , iB , and ic flow through only the 
devices connected to the positive dc bus (i.e., three out ofTA +, DA +, TB+, DB +, Tc+, and 
Dc+)' This implies that during these intervals, all three phases of the load are short­
circuited and there is no power input from the dc bus (i.e .• id = 0), as shown in Fig. 
8-30a. Similarly, there are intervals during which all conducting devices are connected to 
the negative dc bus resulting in the circuit of Fig. 8-30b. 

The output voltage magnitude is controlled by controlling the duration of these 
sh~t1::Qrc_pitiotervals. Such intervals of three-phase short circuit do not exist in a square­
wave mode of operation. Therefore, the output voltage magnitude in an inverter operating 
in a square-wave mode must be controlled by controlling the input voltage V d' 
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I<'igure 8-29 PWM inverter wavefonns: load power factor angle = 30° (lag). 
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Figure 8-30 Short-circuit states in a three-phase PWM inverter. 

8-5 EFFECT OF BLANKING TIME ON VOLTAGE IN PWM 
INVERTERS 

The effect of blanking time on the output voltage is described by means of one leg of a 
single-phase or a three-phase full-bridge inverter, as shown in Fig. 8-31a. In the previous 
discussion, the switches were assumed to be ideal, which allowed the status of the two 
switches in an inverter leg to change simultaneously from on to off and vice versa. 
Concentrating on one switching time period, Vcontrol is a constant dc voltage, as explained 
in Fig. 8-6; its comparison with a triangular waveform Vni determines the switching 
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Figure 8-31 Effect of blanking time tAo 

~ t 

.. t 

instants and the switch control signals Vcont (ideal) as shown in Fig. 8-31b, assuming ideal 
switches. 

In practice, because of the finite turn-off and turn-on times associated with any type 
of switch, a switch is turned off at the switching time instant determined in Fig. 8-31b. 
However, the tum-on of the other switch in that inverter leg is delayed by a blanking time 
tAo which is conservatively chosen to avoid a "shoot through" or cross-conduction cur­
rent through the leg. This blanking time is chosen to be just a few microseconds for fast 
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+ 

N 

switching devices like MOSFETs and larger for slower switching devices. The switch 
control signals for the two switches in the presence of a blanking time are shown in Fig. 
8-3Ic. 

Since both the switches are off during the blanking time, VAN during that interval 
depends on the direction of i A , as shown in Fig. 8-31d for iA > 0, and in Fig. 8-31e for 
iA < O. The ideal waveforms (without the blanking time) are shown as dotted. Comparing 
the ideal waveform of V AN without the blanking time to the actual waveform with the 
blanking time, the difference between the ideal and the actual output voltage is 

VE=(VAN)ideaJ - (VAN)actuaJ 

By averaging VE over one time period of the switching frequency, we can obtain the 
change (defined as a drop if positive) in the output voltage due to ttl.: 

ttl. 
iA > 0 +-Vd 

aVAN = Ts 
(8-75) 

ttl. --v iA < 0 T d s 

Equation 8-75 shows that av AN does not depend ~n the_~of curren( but its 
polarity depends on the curren(direction. Moreover, av AN is proportional to the blanking 
time ttl. and the -switching frequency Is -(= VT.J~which suggests that at higher switching 
frequencies, faster switching devices that allow ttl. to be small should be used. 

Applying the same analysis to the leg B of the single-phase inverter of Fig. 8-32a and 
recognizing that iA = -iB' we determine that 

ttl. 
iA > 0 --Vd 

aVBN = Ts 
(8-76) 

ttl. 
+-Vd iA < 0 

Ts 

Since Vo = VAN - VBN and io = i A , the instantaneous average value of the voltage 
difference, that is, the average value during Ts of the idealized waveform minus the actual 
waveform, is 

fa) 

2ttl. --v T d 
s 

io > 0 
(8-77) 

No blanking time 
Vo (independent of iJ 

_____ ~~~-----------v~ 
/ 

/ 
/ / 

/ / 
/ / 

/ 
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Figure 8-32 Effect of tt.. on flo, where il.flo is defined as a voltage drop if positive. 
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Figure 8-33 Effect of tt>. on the sinusoidal output. 

A plot of the instantaneous average value Vo as a function of Vcontrol is shown in Fig. 
8-32b, with and without the blanking time. 

If the full-bridge converter in Fig. 8-32a is pulse-width modulated for a dc-to-dc 
conversion as discussed in Chapter 7, then Vcontrol is a constant dc voltage in steady state. 
The plot of Fig. 8-32h is useful in determining the effect of blanking time in applications 
of such converters for dc motor drives, as will be discussed in Chapter 13. 

For a sinusoidal vcontroJ in a single-phase full-bridge PWM inverter, the instantaneous 
average output Vo(t) is shown in Fig. 8-33 for a load current io which is assumed to be 
sinusoidal and lagging behind Vo(t). The distortion in Vit) at the current zero crossings 
results in low order harmonics such as third, fifth, seventh, and so on, of the fundamental 
frequency in the inverter output. Similar distortions occur in the line-to-line voltages at the 
output of a three-phase PWM inverter, where the low-order harmonics are of the order 
6m ± I (m = 1,2,3, ... ) of the fundamental frequency. The effect of these distortions 
due to the blanking time is further discussed in Chapter II, dealing with uninterruptible 
power supplies; Chapter 13, dealing with dc motor drives; and Chapter 15, dealing with 
synchronous motor drives. 

8-6 OTHER INVERTER SWITCHING SCHEMES 

In the previous sections, two commonly used inverter switching schemes, sinusoidal 
PWM and square wave, have been analyzed in detail. In this section, some other PWM 
schemes are briefly discussed. A detailed discussion of these techniques is presented in the 
references cited at the end of the chapter. A comprehensive review of various PWM 
techniques is presented in reference 14. 

8-6-1 SQUARE-WAVE PULSE SWITCHINC 

Here, each phase voltage output is essentially square wave except for a few notches (or 
pulses) to control the fundamental amplitude. These notches are introduced without any 
regard to the harmonic content in the output, and therefore this type of scheme is no longer 
employed except in some thyristor inverters. A serious drawback of the foregoing tech­
niques is that no attention is paid to the output harmonic content, which can become 
unacceptable. The advantage is in their simplicity and a small number of switchings 
required (which is significant in high-power thyristor inverters). 
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8-6-2 PROGRAMMED HARMONIC ELIMINATION SWITCHING 

This technique combines the square-wave switching and PWM to control the fundamental 
output voltage as well as to eliminate the designated hannonics from the output. 

The voltage v Ao' of an inverter leg, normalized by ~V d is plotted in Fig. 8-34a, where 
six notches are introduced in the otherwise square-wave output, to control the magnitude . 
of the fundamental voltage and to eliminate fifth and seventh harmonics. On a half-cycle 
basis, each notch provides one degree of freedom, that is, having three notches per 
half-cycle provides control of fundamental and elimination of two hannonics (in this case 
fifth and seventh). 

Figure 8-34a shows that the output waveform has odd half-wave symmetry (some­
times it is referred to as odd quarter-wave symmetry). Therefore, only odd hannonics 
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Figure 8-34 Prograrruned harmonic elimination of fifth and seventh harmonics. 
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(coefficients of sine series) will be present. Since in a three-phase inverter (consisting of 
three such inverter legs), the third harmonic and its multiples are canceled out in the 
output, these harmonics need not be eliminated from the output of the inverter leg by 
means of waveform notching. 

A careful examination shows that the switching frequency of a switch in Fig. 8-34a 
is seven times the switching frequency associated with a square-wave operation. 

In a square-wave operation, the fundamental-frequency voltage component is 

(VAo)! 4 
Vdl2 =:; = 1.273 (Eg. 8-13 repeated) 

Because of the notches to eliminate fifth and seventh harmonics, the maximum 
available fundamental amplitude is reduced. It can be shown that 

(VAoh.max = I 188 
Vdl2 . (8-78) 

The required values of °1, 02' and 03 are plotted in Fig. 8-34b as a function of the 
normalized fundamental in the output voltage (see references 8 and 9 for details). 

To allow control over the fundamental output and to eliminate the fifth-, seventh-, 
eleventh-, and the thirteenth-order harmonics, five notches per half-cycle would be 
needed. In that case, each switch would have II times the switching frequency compared 
with a square-wave operation. 

With the help of very large scale integrated (VLSI) circuits and microcontrollers, this 
programmed harmonic elimination scheme can be implemented. Without making the 
switching frequency (and therefore the switching losses) very high, it allows the unde­
sirable lower order harmonics to be eliminated. The higher order harmonics can be filtered 
by a small filter, if necessary. However, before deciding on this technique, it should be 
compared with a sinusoidal PWM technique with a low mf to evaluate which one is better. 
It should be noted that the distortions due to the blanking time, as discussed in Section 
8-5, occur here as well. 

8-6-3 CURRENT-REGULATED (CURRENT-MODE) MODULATION 

In applications such as dc and ac motor servo drives, it is the motor current (supplied by 
the switch-mode converter or inverter) that needs to be controlled, even though a VSI is 
often used. In this regard, it is similar to the switching dc power supplies of Chapter lO, 
where the output-stage current can be controlled in order to regulate the output voltage. 

There are various ways to obtain the switching signals for the inverter switches in 
order to control the inverter output current. Two such methods are described. 

8·6·3·1 Tolerance Band Control 

This is illustrated by Fig. 8-35 for a sinusoidal reference current iA *, where the actual 
phase current iA is compared with the tolerance band around the reference current asso­
ciated with that phase. If the actual current in Fig. 8-35a tries to go beyond the upper 
tolerance band, TA - is turned on (i.e., TA + is turned oft). The opposite switching occurs 
if the actual current tries to go below the lower tolerance band. Similar actions take place 
in the other two phases. This control is shown in a block diagram form in Fig. 8-35b. 

The switching frequency depends on how fast the current changes from the upper 
limit to the lower limit and vice versa. This, in turn, depends on Vd , the load back-emf, 
and the load inductance. Moreover, the switching frequency does not remain constant but 
varies along the current waveform. 
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Figure 8-35 Tolerance band current control. 

8·6·3·2 Fixed·Frequency Control 

.. t 

The fixed-frequency current control is shown in a block diagram fonn in Fig. 8-36. The 
error between the reference and the actual current is amplified or fed through a propor­
tional integral (PI) controller. The output vconcrol of the amplifier is compared with a 
fixed-frequency (switching frequency Is) triangular wavefonn Vtri. A positive error (iA* -
iA ) and, hence, a positive Vcontrol result in a larger inverter output voltage, thus bringing 
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Figure 8-36 Fixed-frequency current control. 
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iA to its reference value. Similar action takes place in the other two phases. Often, the load 
voltage (derived from the model of the load) is used as a compensating feed forward 
signal, shown dashed in Fig. 8-36. 

It should be noted that many sophisticated switching techniques that minimize the 
total number of combined switchings in all three phases are discussed in the literature. 

8-6-4 SWITCHING SCHEME INCORPORATING HARMONIC 
NEUTRALIZATION BY MODULATION AND TRANSFORMER 
CONNECTIONS 

In some applications such as three-phase uninterruptible ac power supplies, it is usually 
required to have isolation transformers at the output. In such applications, the presence of 
output transformers is utilized in eliminating certain harmonics. In addition, the pro­
grammed harmonic elimination technique can be used to control the fundamental output 
and to eliminate (or reduce) a few more harmonics. 

This arrangement is discussed in connection with the un interruptible ac power sup­
plies in Chapter 11. 

1-7 RECTIFIER MODE OF OPERATION 

As we discussed in the introduction in Section 8-1, these switch-mode converters can 
make a smooth transition from the inverter mode to the rectifier mode. The rectifier mode 
of operation results, for example, during braking (slowing down) of induction motors 
supplied through a switch-mode converter. This mode of operation is briefly discussed in 
this section. The switch-mode rectifiers, used for interfacing power electronics equipment 
with the utility grid, operate on the same basic principle and are discussed in detail in 
Chapter 19. 

The rectifier mode of operation is discussed only for the three-phase converters; the 
same principle applies to single-phase converters. Assuming a balanced steady-state op­
erating condition, a three-phase converter is discussed on a per-phase basis. 

As an example, consider the three-phase system shown in Fig. 8-2Sa, which is 
redrawn in Fig. 8-37a. Consider only the fundamental frequency (where the subscript I 
is omitted), neglecting the switching-frequency harmonics. In Fig. 8-37b, a motoring 
mode of operation is shown where the converter voltage V An applied to the motor leads 
EA by an angle 8. The active (real) component (IA)p of IA is in phase with EA, and 
therefore the converter is operating in an inverter mode. 

The phase angle (as well as the magnitude) of the ac voltage produced by the 
converter can be controlled. If the converter voltage V An is now made to lag EA by the 
same angle 8 as before (keeping V An constant), the phasor diagram in Fig. 8-37c shows 
that the active component (IA)P of IA is now 1800 out of phase with EA, resulting in a 
rectifier mode of operation where the power flows from the motor to the dc side of the 
converter. 

In fact, VAn can be controlled both in magnitude (within limits) and phase, thus 
allowing a control over the current magnitude and the power level, for example during the 
ac motor braking. Assuming that EA cannot change instantaneously, Fig. 8-37d shows the 
locus of the VAn phasor, which would keep the magnitude of the current constant. 

The waveforms of Fig. 8-22 can be used for explaining how to control V An in 
magnitude, as well as in phase, with a given (fixed) dc voltage Vd . It is obvious that by 
controlling the amplitude of the sinusoidal reference waveform vconb'ol.A' VAn can be 
varied. Similarly, by shifting the phase of vconb'ol.A with respect to EM the phase angle of 
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Figure 8-37 Operation modes: (a) circuit; (b) inverter mode; (c) rectifier mode; 
(d) constant fA-

V An can be varied. For a balanced operation, the control voltages for phases B and C are 
equal in magnitude, but ± 1200 displaced with respect to the control voltage of phase A_ 

Switch-mode rectifiers, where the rectifier is the primary mode of operation, are 
further discussed in Chapter 19, which deals with circuits for interfacing power electron­
ics equipment with the utility grid. 

SUMMARY 

I. Switch-mode, voltage source dc-to-ac inverters are described that accept dc voltage 
source as input and produce either single-phase or three-phase sinusoidal output 
voltages at a low frequency relative to the switching frequency (current source in­
verters are described in Chapter 14). 

2. These dc-to-ac inverters can make a smooth transition into the rectification mode, 
where the flow of power reverses to be from the ac side to the dc side. This occurs, 
for example, during braking of an induction motor supplied through such an inverter_ 

3. The sinusoidal PWM switching scheme allows control of the magnitude and the 
frequency of the output voltage. Therefore, the input to the PWM inverters is .. 
uncontrolled, essentially constant dc voltage source. This switching scheme results ia 
harmonic voltages in the range of the switching frequency and higher, which can be 
easily filtered out. 

4. The square-wave switching scheme controls only the frequency of the inverter out­
put. Therefore, the outputmagnitude must be controlled by controlling the magnitude 
of the input dc voltage source. The square-wave output voltage contains low-order 
harmonics. A variation of the square-wave switching scheme, called the voltage 
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cancellation technique, can be used to control both the frequency and the magnitude 
of the single-phase (but not three-phase) inverter output. 

5. As a consequence of the harmonics in the inverter output voltage, the ripple in the 
output current does not depend on the level of power transfer at the fundamental 
frequency; instead the ripple depends inversely on the load inductance, which is more 
effective at higher frequencies. 

6. In practice, if a switch turns off in an inverter leg, the turn-on of the other switch is 
delayed by a blanking time, which introduces low-order harmonics in the inverter 
output. 

7. There are many other switching schemes in addition to the sinusoidal PWM. For 
example, the programmed harmonic elimination switching technique can be easily 
implemented with the help of VLSI circuits to eliminate specific harmonics from the 
inverter output. 

8. The current-regulated (current-mode) modulation allows the inverter output cur­
rent(s) to be controlled directly by comparing the measured actual current with the 
reference current and using the error to control the inverter switches. As will be 
discussed in Chapters 13-15 this technique is extensively used for dc and ac servo 
drives. The current-mode control is also used in dc-to-dc converters, as discussed in 
Chapter 10, dealing with switching dc power supplies. 

9. The relationship between the control input and the full-bridge inverter output mag­
nitude can be summarized as shown in Fig. 8-38a, assuming a sinusoidal PWM in the 
linear range of rna :S 1.0. For a square-wave switching, the inverter does not control 
the magnitude of the inverter output, and the relationship between the dc input 
voltage and the output magnitude is summarized in Fig. 8-38b. 

10. These converters can be used for interfacing power electronics equipment with the 
utility source. As discussed in Chapter 18, because rectification is the primary mode 
of operation, these are called switch-mode ac-to-dc rectifiers. 

Vcontrol 
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Figure 8-38 Summary of inverter output voltages: (a) PWM operation 
(rna s 1); (b) square-wave operation. 
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PROBLEMS 

SINGLE PHASE 
8-1 In a single-phase full-bridge PWM inverter, the input dc voltage varies in a range of 295-325 V. 

Because of the low distortion required in the output Yo, rna ::S 1.0. 
(a) What is the highest VOl that can be obtained and stamped on its nameplate as its voltage rating? 

(b) Its nameplate volt-ampere rating is specified as 2000 VA, that is, Vol,ma,Jo,max = 2000 VA, 
where io is assumed to be sinusoidal. Calculate the combined switch utilization ratio when the 
inverter is supplying its rated volt-amperes. 

8-2 Consider the problem of ripple in the output current of a single-phase full-bridge inverter. Assume 
Vol = 220 Vat a frequency of 47 Hz and the type of load is as shown in Fig. 8-18a with L = 100 
mHo 

If the inverter is operating in a square-wave mode, calculate the peak value of the ripple 
current. 

8-3 Repeat Problem 8-2 with the inverter operating in a sinusoidal PWM mode, with rnf = 21 and 
rna = 0.8. 

8-4 Repeat Problem 8-2 but assume that the output voltage is controlled by voltage cancellation and Vd 
has the same value as required in the PWM inverter of Problem 8-3. 

8-5 Calculate and compare the peak values of the ripple currents in Problems 8-2 through 8-4. 

8-6 Using MATLAB, verify the results given in Table 8-1. 

THREE-PHASE 
8-7 Consider the problem of ripple in the output current of a three-phase square-wave inverter. Assume 

(V U)I = 200 V at a frequency of 52 Hz and the type of load is as shown in Fig. 8-25a with L = 
100 mHo Calculate the peak ripple current defined in Fig. 8-26a. 

8-8 Repeat Problem 8-7 if the inverter of Problem 8-7 is operating in a synchronous PWM mode with 
rnf = 39 and rna = 0.8. Calculate the peak ripple current defined in Fig. 8-26b. 

8-9 Obtain an expression for the Fourier components in the waveform of Fig. 8-34a for programmed 
harmonic elimination of the fifth- and seventh-order harmonics. Show thatforu l = 0, U 2 = 16.24°, 
and U 3 = 22.06°, the fifth and the seventh harmonics are eliminated and the fundamental-frequency 
output of the inverter has a maximum amplitude given by Eq. 8-78. 

8-10 In the three-phase, square-wave inverter of Fig. 8-24a, consider the load to be balanced and purely 
resistive with a load-neutral n. Draw the steady-state VAn' iA , iDH , and id waveforms, where iDH is 
the current through D A + . 

8-11 Repeat Problem 8-10 by assuming that the load is purely inductive, where the load resistance, 
though finite, can be neglected. 

8-12 Consider only one inverter leg as shown in Fig. 8-4, where the output current lags (vAo)\ by an angle 
<\>, as shown in Fig. P8-12a, and 0 is the fictitious midpoint of the dc input. Because of the blanking 
time ta, the instantaneous error voltage v. is plotted in Fig. P8-12b, where 

Each V. pulse, either positive or negative, has an amplitude of Vd and a duration of ta' In order to 
calculate the low-order harmonics of the fundamental frequency in the output voltage due to 
blanking time, these pulses can be replaced by an equivalent rectangular pulse (shown dashed in 
Fig. P8-12b) of amplitude K whose volt-second area per half-cycle equals that of V. pulses. 

Derive the following expression for the harmonics of the fundamental frequency in V Ao intro­
duced by the blanking time: 

(h = 1,3,5, ... ) 

where Is is the switching frequency. 

8-13 Using PSpice, simulate the inverter of Fig. P8-13. 
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Figure P8-13 From reference 5 of Chapter 4, "Power Electronics: Computer Simulation, 
Analysis and Education Using PSpice (evaluation, classroom version)," on a diskette with a 
manual, Minnesota Power Electronics, P.O. Box 14503, Minneapolis, MN 55414. 
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CHAPTER 9 

RESONANT CONVERTERS: 
ZERO-VOLT AGE AND/OR 
ZERO-CURRENT 
SWITCHINGS 

9-t INTRODUCTION 

In all the pulse-width-modulated dc-to-dc and dc-to-ac converter topologies discussed in 
Chapters 7 and 8, the controllable switches are operated in a switch mode where they are 
required to turn on and turn off the entire load current during each switching. In this 
switch-mode operation, as explained further in Section 9-1-1, the switches are subjected 
to high switching stresses and high switching power loss that increases linearly with 
the switching frequency of the PWM. Another significant drawback of the switch-mode 
operation is the EMI produced due to large dildt and dvldt caused by a switch-mode 
operation. 

These shortcomings of switch-mode converters are exacerbated if the switching fre­
quency is increased in order to reduce the converter size and weight and hence to increase 
the power density. Therefore, to realize high switching frequencies in converters, the 
aforementioned shortcomings are minimized if each switch in a converter changes its 
status (from on to off or vice versa) when the voltage across it and/or the current through 
it is zero at the switching instant. The converter topologies and the switching strategies, 
which result in zero-voltage and/or zero-current switchings, are discussed in this chapter. 
Since most of these topologies (but not all) require some form of LC resonance, these are 
broadly classified as "resonant converters." 

9-1-1 SWITCH-MODE INDUCTIVE CURRENT SWITCHING 

This topic was briefly reviewed in Chapter 2. To illustrate further the problems associated 
with switch-mode operation, consider one of the legs of a full-bridge dc- dc converter or 
a dc-to-ac inverter (single phase or three phase), as shown in Fig. 9-1. The output current 
can be in either direction and can be assumed to have a constant magnitude 10 due to the 
load inductance, during the very brief switching interval. The linearized voltage and 
current waveforms, for example, for the lower switch T _ are shown in Fig. 9-2a. 

249 
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Figure 9-2 Switch-mode inductive current switchings. 

Initially, lois assumed to be flowing through L. If a control signal is applied to tum 
T _ off, the switch voltage VL increases to Vd (it overshoots Vd due to stray inductances), 
and then the switch current iT- decays to zero. After the turn-off of T _, 10 flows througb 
D+. The power loss PT- (=vT-'iT-) in the switch during turn-off is shown in Fig. 9-2a. 

Now consider the turn-on of T _. Prior to the turn-on of T _,10 is flowing through D +. 
When the switch control signal is applied to turn T _ on, iL increases to 10 plus the 
peak-reverse-recovery current of the diode D+, as shown in Fig. 9-2a. Subsequently, the 
diode recovers and the switch voltage VT- and iT - results in a switching power loss in T _ 
during turn-on. 

The average value of the switching loss PT-, being proportional to the switching 
frequency, limits how high the switching frequency can be pushed without significantly 
degrading the system efficiency. With the availability of fast switches (with the switching 
times as low as a few tens of nanoseconds), the present limit seems to be up to approx­
imately 5()() kHz with a reasonable energy efficiency. 

Another significant disadvantage of the switch-mode operation is that it results in 
large dildt and dvldt due to fast switching transitions required to keep the switching losses 
in the switch as low as possible. Diodes with poor reverse-recovery characteristics sig­
nificantly add to this phenomenon, which produces EMI. 

Switch-mode inductive current switching results in switching loci in the vT-iT plane, 
as shown in Fig. 9-2h. Because a large switch voltage and a large switch current occur 
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simultaneously, the switch must be capable of withstanding high switching stresses, with 
a safe operating area (SOA), as shown by the dashed lines. This requirement to be able 
to withstand such large stresses results in undesirable design compromises in other char­
acteristics of the power semiconductor devices. 

9-1-2 ZERO-VOLTAGE AND ZERO-CURRENT SWITCHINGS 

Switching frequencies in the megahertz range, even tens of megahertz, are being con­
templated to reduce the size and the weight of transformers and filter components and, 
hence, to reduce the cost as well as the size and the weight of power electronics con­
verters. Realistically, the switching frequencies can be increased to such high values only 
if the problems of switch stresses, switching losses, and the EMI associated with the 
switch-mode converters can be overcome. 

The switch stresses, as discussed in later chapters in this book, can be reduced by 
connecting simple dissipative snubber circuits (consisting of diodes and passive compo­
nents) in series and parallel with the switches in the switch-mode converters. Such 
snubber circuits are shown in Fig. 9-3a, and the switching loci that result in reduced 
switch stresses are shown in Fig. 9-3b. However, these dissipative snubbers shift the 
switching power loss from the switch to the snubber circuit and therefore do not provide 
a reduction in the overall switching power loss. 
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Figure 9-3 Dissipative snubbers: (a) snubber circuits; (6) switching loci with snubbers. 
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Figure 9-4 Zero-voltage-I 
zero-current-switching loci. 

In contrast to dissipative snubbers in switch-mode converters, the combination of 
proper converter topologies and switching strategies can overcome the problems of 
switching stresses, switching power losses, and the EMI by turning on and turning off 
each of the converter switches when either the switch voltage or the switch current is zero. 
Ideally, both the switch voltage and current should be zero when the switching transition 
occurs. 

As a brief introduction, once again consider the one-leg inverter of Fig. 9-1. If both 
the tum-on and tum-off switchings occur under a zero-voltage and/or a zero-current 
condition, then the switching loci are shown in Fig. 9-4, where the switching loci in the 
switch mode are shown (by dashed curves) for comparison purposes. Such switchiD& 
loci, without dissipative snubbers, reduce switch stresses, switching power losses, and 
the EM I. 

9-2 CLASSIFICATION OF RESONANT CONVERTERS 

The resonant converters are defined here as the combination of converter topologies and 
switching strategies that result in zero-voltage and/or zero-current switchings. One way to 
categories these converters is as follows: 

I. Load-resonant converters 

2. Resonant-switch converters 

3. Resonant-dc-link converters 

4. High-frequency-link integral-half-cycle converters 

These classifications are explained further. 

9-2-1 LOAD-RESONANT CONVERTERS 

These converters consist of an LC resonant tank circuit. Oscillating voltage and curreDl. 
due to LC resonance in the tank are applied to the load, and the converter switches can be 
switched at zero voltage and/or zero current. Either a series LC or a parallel LC circuit ca 
be used. In these converter circuits, the power flow to the load is controlled by the 
resonant tank impedance, which in tum is controlled by the switching frequency Is ia 
comparison to the resonant frequency 10 of the tank. These dc-to-dc and dc-to-ac con­
verters can be subclassified as follows: 
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l. Voltage-source series-resonant converters 
(a) Series-loaded resonant (SLR) converters 
(b) Parallel-loaded resonant (PLR) converters 
(c) Hybrid-resonant converters 

2. Current-source parallel-resonant converters 

3. Class E and subclass E resonant converters 

9-2-2 RESONANf -SWITCH CONVERTERS 

In certain switch-mode converter topologies, an LC resonance can be utilized primarily to 
shape the switch voltage and current to provide zero-voltage and/or zero-current switch­
ings. In such resonant-switch converters, during one switching-frequency time period, 
there are resonant as well as nonresonant operating intervals. Therefore, these converters 
in the literature have also been termed quasi-resonant converters. They can be subclas­
sified as follows: 

1. Resonant-switch dc-dc converters 
(a) Zero-current-switching (ZCS) converters 
(b) Zero-voltage-switching (ZVS) converters 

2. Zero-voltage-switching, clamped-voltage (ZVS-CV) converters, which are also 
referred to as pseudo-resonant converters and resonant-transition converters, re­
spectively in references 34 and 31. 

9-2-3 RESONANf -dc-LINK CONVERTERS 

In the conventional switch-mode PWM dc-to-ac inverters, the input Vd to the inverter is 
a fixed-magnitude dc, and the sinusoidal output (single phase or three phase) is obtained 
by switch-mode PWM switchings. However, in the resonant-dc-link converters, the input 
voltage is made to oscillate around Vd by means of an LC resonance so that the input 
voltage remains zero for a finite duration during which the status of the inverter switches 
can be changed, thus resulting in zero-voltage switchings. 

9-2-4 HIGH-FREQUENCY-LINK INTEGRAL-HALF-CYCLE CONVERTERS 

If the input to a single-phase or three-phase inverter is a high-frequency sinusoidal ac, 
then by using bidirectional switches it is possible to synthesize a low-frequency ac of 
adjustable magnitude and frequency or an adjustable-magnitude dc, where the switches 
are turned on and off at the zero crossings of the input voltage. 

9-3 BASIC RESONANT CIRCUIT CONCEPTS 

Some basic configurations encountered in the resonant converters discussed in this chapter 
are analyzed in a generic fashion. Appropriate assumptions are made to keep the analysis 
simple. 

The initial conditions are indicated by uppercase letters, subscript 0, and square 
brackets, for example, [VeO] and [leo]. 



254 CHAPTER 9 RESONANT CONVERTERS 

9-3-1 SERIES-RESONANT CIRCUITS 

9-3-1-1 Undamped Series-Resonant Circuit 

Figure 9-5a shows an undamped series-resonant circuit where the input voltage is Vd at 
time to. The initial conditions are ho and YeO' With the inductor current iL and the 
capacitor voltage Ve as the state variables, the circuit equations are 

and 

and 

dh 
Lr dt + Ve = Vd 

dVe • 
C-= IL r dt 

The solution of this set of equations for t ~ to is as follows: 

Vd - VeO 
iL(t) = hocos Wo(t - to) + Z sin Wo(t - to) 

o 

where 

and 

and 

1 
Angular resonance frequency = Wo = 2'TrJo = V. 

LrCr 

Characteristic impedance = Zo = ~ n 

To plot normalized ve and iv the following base quantities are chosen: 

(a) 

ho = 0.5, V cO = 0.75 

(b) 

Figure 9-5 Undamped series-resonant circuit; iL and Vc are normalized: (a) circuit; 
(b) waveforms with ho = 0.5, VeO = 0.75. 

(9-1) 

(9-2) 

(9-3) 

(9-5) 

(9-6) 

(9-7) 

(9-8) 
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As an example, the normalized iL and Ve are plotted in Fig. 9-5b for lLO = 0.5 and 
VeO = 0.75. 

9·3·1·2 Series·Resonant Circuit with a Capacitor.Parallel Load 

Figure 9-6a shows a series-resonant circuit, where the capacitor is in parallel with a 
current 10, which represents the load. In this circuit, Vd and 10 are dc quantities. The initial 
conditions are lLO and VeO at the initial time to. Therefore 

dh 
Ve = Vd - Lrd; (9-9) 

and 

(9-10) 

By differentiating Eq. 9-9 

(9-11) 

Substituting ie from Eq. 9-11 into Eq. 9- IO yields 

d 2 · 'L 2 . 2 
dt 2 + WolL = wolo (9-12) 

where Wo is the same as in Eq. 9-5. Solution of these equations for t ~ to is as follows: 

Vd - VeO 
h(t) = 10 + (ILO - lo)cos wo(t - to) + Zo sin wo(t - to) (9-13) 

and 

Ve(t) = Vd - (Vd - VeO)cos wo(t - to) + ZO(lLO - lo)sin wo(t - to) (9-14) 

where Wo is the angular resonant frequency as defined in Eq. 9-5 and Zo is the charac­
teristic impedance defined in Eq. 9-6. 

In a special case with VeO = 0 and lLO = 10 , 

V 
h(t) = 10 + Z:sin wo(t - to) (9-15) 

-iLlhol 

Lr 
ie! + 

Cr Vc l veal 0 "'Ot 

(a) (b) 

Figure 9-6 Series-resonant circuit with capacitor-parallel load (iL and Vc are nonnalized): 
(a) circuit; (b) VeO = O,lw = 10 = 0.5. 
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and 

vAt) == VAl - cos Wo(t - to)] (9-16) 

For this special case, Fig. 9-6b shows the plot of iL and vc ' which are nonnalized by 
using Eqs. 9-7 and 9-8, respectively, and ILO == 10 == 0.5 per unit. 

9-3-1-3 Frequency Characteristics of a Series-Resonant Circuit 

It is infonnative to obtain the frequency characteristics of the series-resonant circuit of 
Fig. 9-7a. The resonance frequency Wo and the characteristic impedance Zo are defined by 
Eqs. 9-5 and 9-6, respectively. In the presence of a load resistance R, another quantity 
called the quality factor Q is defined as 

woL, 1 ZO 
Q==-=--=-

R woC,R R 
(9-17) 

Figure 9-7b shows the magnitude Zs of the circuit impedance as a function of fre­
quency with Q as a parameter, keeping R constant. It shows that Z. is a pure resistance 
equal to R at Ws == Wo and is very sensitive to frequency deviation from Wo at higher values 
ofQ. 

Figure 9-7c shows the current phase angle 9 (==9; - 9v) as a function of frequency. 
The current leads at frequencies below Wo (ws < wo), where the capacitor impedance 
dominates over inductor impedance. At frequencies above Wo (ws > wo), the inductor 
impedance dominates over the capacitor impedance and the current lags the voltage, widt 
the current phase angle 9 approaching - 90°. 

1= IL;) 

(a) 

z, 

• 

I 
~------~----------_w. 

91) ° r---__ 

"'0 
(b) 

~~------~----------.~ 

-91)0 

(e) 

Figure 9-7 Frequency characteristics of a series-resonant circuit. 
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9-3-2 PARALLEL-RESONANT CIRCUITS 

9-3-2-1 Undamped Parallel-Resonant Circuit 

Figure 9-8a shows an undamped parallel-resonant circuit supplied by a dc current Id • The 
initial conditions at time t = to are ILO and YeO' With the inductor current iL and the 
capacitor voltage v c as the state variables, the circuit equations are 

(9-18) 

and 

(9-19) 

The solution of the foregoing sets of equations for t 2 to is as follows: 

V 
idt) = Id + (lLO - Id)cos wo(t - to) + ;oosin Wo(t - to) (9-20) 

and 

(9-21) 

where 

I 
Wo=--

VLrCr 
(9-22) 

and 

(9-23) 

9-3-2-2 Frequency Characteristics of Parallel-Resonant Circuit 

It is informative to obtain the frequency characteristics of the parallel-resonant circuit of 
Fig. 9-9a. The reasonance frequency Wo and Zo are as defined by Eqs. 9-22 and 9-23, 
respectively. In the presence of a load resistor R, another quantity called the quality factor 
Q is defined, where 

R R 
Q = WoRCr = - = -

WoLr Zo 
(9-24) 

Figure 9-9b shows the magnitude Zp of the circuit impedance as a function of fre­
quency with Q as a parameter, keeping R constant. 

Figure 9-8 Undamped parallel-resonant circuit. 
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Figure 9-9 Frequency characteristics of a parallel-resonant circuit. 

Figure 9-9c shows the voltage phase angle 0 (=Ov - OJ as a function of frequency. 
The voltage leads the current at frequencies below 000 (oos < (00), where the inductor 
impedance is lower than the capacitor impedance, and hence the inductor current domi­
nates. At frequencies above 000 (oos > (00), the capacitor impedance is lower and the 
voltage lags the current, with the voltage phase angle 0 approaching -90°. 

9-4 LOAD-RESONANT CONVERTERS 

In these resonant converters, an LC tank is used that results in oscillating load voltage and 
current and thus provides zero-voltage and/or zero-current switchings. Each circuit in this 
category is analyzed with a load that is most practical for the converter topology being 
considered. Only the steady-state operation is considered. 

9-4-1 SERIES-LOADED RESONANT de-de CONVERTERS 

A half-bridge configuration of the SLR converter is shown in Fig. 9-IOa. The wavefonns 
and the operating principles are the same for the full-bridge configurations. A transfonner 
can be included to provide the output voltage of a desired magnitude as well as the 
electrical isolation between the input and the output. 

The series-resonant tank is formed by Lr and Cn and the current through the resonant 
tank circuit is full-wave rectified at the output, and liLI feeds the output stage. Therefore. 
as the name suggests, the output load appears in series with the resonant tank. 

The filter capacitor Cf at the output is usually very large, and therefore the output 
voltage across the capacitor can be assumed to be a dc voltage without any ripple. The 
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Figure 9-10 SLR dc-de converter: (a) half-bridge; (b) equivalent circuit. 

resistive power loss in the resonant circuit is assumed to be negligible, which greatly 
simplifies the analysis. The output voltage Vo is reflected across the rectifier input as VB'B' 

where VB'B = Vo if iL is positive and VB'B = -Vo if iL is negative. 
When iL is positive, it flows through T + if it is on; otherwise it flows through the 

diode D _. Similarly, when iL is negative, it flows through T _ if it is on; otherwise it flows 
through the diode D +. Therefore, in the circuit of Fig. 9-lOa, 

For iL > 0 

T + conducting: 

D _ conducting: 

For iL < 0 

, IV 
VAB = T2 d 

VAB = -~Vd 

(9-25) 

(9-26) 

T _ conducting: VAB = -~Vd VAB' = -~Vd + Vo (9-27) 

D+ conducting: VAB = +~Vd VAB' = +~Vd + Vo (9-28) 

The foregoing equations show that the voltage applied across the tank (VAB') depends 
on which device is conducting and on the direction of iL . The conditions described by f;qs. 
7-25 through 9-28 can be represented by an equivalent circuit of Fig. 9-lOb. The solution 
for the circuit of Fig. 9-5a is applied to the equivalent circuit of Fig. 9-lOb for each 
interval, based on the initial conditions and the voltages V AB and VB'B' which appear as 
dc voltages for a given interval. 

In the steady-state symmetrical operation, both the switches are operated identically. 
Similarly, the two diodes operate identically. Therefore, it is sufficient to analyze only 
one half-cycle of operation, since the other half is symmetrical. It can be shown that in 
the SLR converter of Fig. 9-10a, the output voltage Vo cannot exceed the input voltage 

~Vd' that is, Vo S ~Vd. 
The switching frequency Is (=Wsl21T), with which the circuit waveforms repeat, can 

be controlled to be less than or greater than the resonance frequency fo (=wo/21T) if the 
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converter consists of self-controlled switches. There are three possible modes of operation 
based on the ratio of switching frequency Ws to the resonance frequency Wo, which 
determines if iL flows continuously or discontinuously. 

9-4-1-1 Discontinuous-Conduction Mode with (ds < ~ (do 

By using Eqs. 9-3 and 9-4, Fig. 9-11 shows the circuit waveforms in steady state where, 
at wolo, switch T + is turned on and the inductor current builds up from its zero value. The 
capacitor voltage builds up from its initial negative value VeO = -2Vo. Figure 9-11 also 
shows the circuits during various intervals with corresponding v AB and VB'B. 

At wol I, 1800 subsequent to wolo, the inductor current reverses and now must flow 
through D + since the other switch T _ is not yet turned on. After another 1800 subsequent 
to Wall with a smaller peak current in this half-cycle, the current goes to zero and remains 
zero as no switches are on. A symmetrical operation requires that Ve during the discon­
tinuous interval wo(trI2) be negative of YeO' that is, equal to 2Vo. During this interval, 
the capacitor voltage equal to 2Vo is less than ~Vd + Vo (since Vo :5 ~Vd); therefore the 
current becomes discontinuous. At WOI3' the next switch T _ is turned on and the next 
half-cycle ensues. 

Because of the discontinuous interval in Fig. 9-11, one half-cycle of the operating 
frequency exceeds 3600 of the resonance frequency /0, and therefore in this mode of 
operation, Ws < ~ Wo0 The average of the rectified inductor current liLI equals the output 
dc current 10 , which is supplied to the load at a voltage of Yo. 

Note that in this mode of operation, the switches turn off naturally at zero current and 
at zero voltage, since the inductor current goes through zero. The switches turn on at zero 
current but not at zero voltage. Also the diodes turn on at zero current and turn off 
naturally at zero current. Since the switches turn off naturally in this mode of operation, 
it is possible to use thyristors in low-switching-frequency applications. 

The disadvantage of this mode is the relatively large peak current in the circuit and, 
therefore, higher conduction losses, compared with the continuous-conduction mode . 

..... ----1 cycle---~ 

~180. 1\ ~ 
t:L;~i ~i- t:L; ~i-v t,~ ~iv 
1_2 1LOJ T:'o 1_2 1LOJ }VOT?- ILO-~} °1:2 I:J J- 0 

B B B B 

Figure 9-11 SLH dc-dc converter; discontinuous-conduction mode with w. < ~wo. 
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Y~e 9-12 SLR dc-dc converter; continuous-conduction mode with ~wo < w. < Woo 

9-4-1-2 Continuous-Conduction Mode with ~ Wo < Ws < Wo 

The wavefonns are shown in Fig. 9-12 where T + turns on at wolo. with a finite value of 
the inductor current and at a preconduction switch voltage of Vd • Here T + conducts for 
less than 1800

• At wol I. iL reverses and flows through D +. thus naturally turning off T +. 

At w012' T _ is turned on and iL transfers from D+ to T _. In this mode. D+ conducts for 
less than 1800 because T _ is switched on early. compared with the discontinuous-con­
duction mode. 

In this mode of operation. the switches turn on at a finite current and at a finite 
voltage. thus resulting in a turn-on switching loss. Moreover. the freewheeling diodes 
must have good reverse-recovery characteristics to avoid large reverse current spikes 
flowing through the switches. for example. at wOl2 through D+ and T _. and to minimize 
the diode tum-off losses. However. the turn-off switches occurs naturally at zero current 
and at zero voltage as the inductor current through them goes to zero and reverses through 
the freewheeling diodes. Therefore. it is possible to use thyristors as switches in low­
switching-frequency applications. 

9-4-1-3 Continuous-Conduction Mode with Ws > Wo 

Compared with the previous continous-conduction mode. where the switches tum off 
naturally but tum on at a finite current. the switches in this mode with Ws > Wo are forced 
to turn off a finite current. but they are turned on at zero current and zero voltage. 

Figure 9-13 shows the circuit wavefonns where T + starts conduction at woto at zero 
current when the inductor current reverses in direction. At wolo. before the half-cycle of 
the current oscillation ends. T + is forced to turn off. thus forcing the positive iL to flow 
through D _. Because of the large negative dc voltage applied across the LC tank (v AB' = 
-iVd - Vo). the current through the diode goes to zero Quickly (note that its frequency 



262 CHAYfER 9 RESONANT CONVERTERS 

""---1 cycle---+1 

Figure 9-13 8LH dc-dc converter; continuous-conduction mode with w. > 000. 

of oscillation Wo does not change) at Wo 12• Here T _ is gated on as soon as D _ begins to 
conduct so that it can conduct when iL reverses. The combined conduction interval for T + 
and D _ is equal to one half-cycle of operation at the switching frequency of wS. This 
half-cycle is less than 1800 of the resonance frequency 11>0, thus resulting in Ws > Woo 

There are several advantages in operating at Ws > 11>0. Unlike the continuous­
conduction mode with Ws less than wo, the switches turn on at a zero current and zero 
voltage; thus, the freewheeling diodes do not need to have very fast reverse-recovery 
characteristics. A significant disadvantage would appear to be that the switches need to 
force turn off near the peak of iL> thus causing a large turn-off switching loss. However. 
since the switches turn on not only at zero current but also at zero voltage (note that priOl" 
to turn-on of T _, the freewheeling diode D _ across it is conducting), it is possible to usc 
lossless snubber capacitors Cs in parallel with the switches, as shown in Fig. 9-14, which 
act as lossless turn-off snubbers for the switches. 

Operation above the resonance frequency requires that the controllable switches be 
used. 

+ + 
Vd 
"2 

Vd 

+ 
Vd 
"2 

Figure 9-14 Lossless snubbers in an 8LH converter 
at Wa > 000 • 
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9-4-1-4 Steady-State Operating Characteristics 

It is useful to know the relationship of the peak and the average values of the circuit 
voltages and currents to the operating conditions (Vd , Vo ' 10 , wo, etc.). The voltages, 
currents, and switching angular frequency Ws are nonnalized by the following base quan­
tities: 

I 
Vbase = iVd (9-29) 

I 
i Vd 

(9-30) Ibase =-
Zo 

Wbase = Wo (9-31) 

Figure 9-15 shows nonnalized 10 versus Wo for two values of Vo' This figure shows 
that a SLR dc-dc converter in the discontinuous-conduction mode (corresponding to 
Ws < 0.5) operates as a current source, that is, 10 stays constant even though the load 
resistance and hence Vo may change. Because of this property, this converter exhibits an 
inherent overload protection capability in the discontinuous-conduction mode. 

It should be noted that in Fig. 9-10a, 10 is the average value of the full-wave-rectified 
inductor current lid, where the ripple in liLI is assumed to flow through the output filter 
capacitor and its average value 10 flows through the output load resistance. In this con­
verter, the peak value of the inductor current (which also is the peak value of the current 
through the switches) and the peak voltage across the capacitor Cr can be several times 
higher than 10 and V d' respectively (see the problems at the end of the chapter). This aspect 
must be considered in comparing this converter with other converter topologies. 

9-4-1-5 Control of SLR de-de Converters 

As shown in Section 9-3-1-3 dealing with the frequency characteristics of series-resonant 
circuits, the resonant-tank impedance depends on the frequency of operation. Therefore, 
for a given applied input voltage Vd and a load resistance, Vo can be regulated by 
controlling the switching frequency Is. This is shown in block diagram fonn in Fig. 9-16, 

8 

6 

4 Vo = 0.4 

2 

"'s 
0o-=-~----'---'----'----'-----''---- '"'" Figure 9-15 Steady-state 

1.25 -v 

1-o1'~------O'+1 00-. ---Continuous-conduction --­
Discontinuous-conduction 

characteristics of an SLR 
dc-de converter; all param­
eters are normalized. 
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Figure 9-16 Control of SLR dc-de converter. 
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where the error between the sensed output voltage and the reference voltage determines 
the output frequency Is of the voltage-controlled oscillator, which in turn controls the two 
switches. 

The variable frequency control described before is not optimum because of the 
complexity of its analysis and the design of EM! filters. As discussed in reference 7, a 
constant frequency control can be implemented in a full-bridge version of the SLR 
converter, where the switches in each leg of the converter operate at the 50% duty ratio 
at a constant frequency of Ws > Wo, but the phase delay between the output of the two 
converter legs is controlled. Such a control restricts the load to be in a limited range, 
beyond which the zero-voltage-/zero-current-switching characteristics of the converter do 
not hold. 

It should be noted that the SLR converter can be used where the output is not a 
rectified dc; for example, SLR inverters are used for induction heating applications, where 
the load appears as a resistance rather than a dc voltage Vo' 

9-4-2 PARALLEL-LOADED RESONANT de-de CONVERTERS 

These converters are similar to the SLR converters in terms of operating with a series­
resonant LC tank circuit. However, unlike the SLR converters, where the output stage or 
the load appears in series with the resonant tank, here the output stage is connected in 
parallel with the resonant-tank capacitor Cr , as shown in Fig. 9-17a. The isolation trans­
former is omitted for simplicity. 

io 10 -+ -+ 
Vd 

L f 

2" 
+ 

Vd vQ + cf If 

Vd 
2" 

(a) 

A 
iL - B' 

Lr + liB'B 

Cr Vc ±IQ 

B 
(b) 

Figure 9-17 PLR dc-de converter: (a) half-bridge; (b) equivalent circuit. 



9-4 LOAD-RESONANf CONVERTERS 265 

The PLR converters differ from the SLR converters in many important respects, 
for example, (1) PLR converters appear as a voltage source and hence, are better 
suited for multiple outlets; (2) unlike the SLR converters, the PLR converters do not 
possess inherent short-circuit protection capability, which obviously is a drawback; and 
(3) PLR converters can step up as well as step down the voltage, unlike the SLR 
converters, which can operate only as a step-down converter (not counting the trans­
former turns ratio). 

In the following sections, only the modes in which a PLR converter is likely to 
operate are discussed. The discussion on the other modes can be found in the literature. 

The voltage across the resonant-tank capacitor Cr is rectified, filtered, and then 
supplied to the load. To develop an equivalent circuit, the current through the output filter 
inductor in Fig. 9-17a can be assumed to be aripple-free dc currentIo during a switching­
frequency time period. This is a reasonable assumption, based on a high switching 
frequency and a sufficiently large value of the filter inductor. The voltage across the 
resonant tank depends on the devices conducting as follows: 

(9-32) 

and 

(9-33) 

Based on the previous discussion, an equivalent circuit of Fig. 9-17 b can be obtained 
where the input voltage to the tank (vAS) is equal in magnitude to ~Vd but its polarity 
depends on which switch is turned on (T + or T _). The current iB'B' defined in Fig. 9-17a, 
equals 10 in magnitude, but its direction depends on the polarity of the voltage Vc across 
C r at the input to the bridge rectifier. 

The equivalent circuit of Fig. 9-17b is identical to that discussed in Section 9-3-1-2. 
Therefore, Eqs. 9-13 and 9-14 can be applied with the appropriate v AS and iB'B and the 
initial conditions. 

Unlike SLR converters, a PLR dc-dc converter can operate in a large number of 
combinations consisting of the states of iL and Ve' However, only three modes are con­
sidered in the following sections. 

9-4-2-1 Discontinuous Mode of Operation 

In this mode of operation, both iL and Ve remain zero simultaneously for some length of 
time. The steady-state waveforms for this mode of operation are plotted in Fig. 9-18, 
based on Eqs. 9-13 and 9-14. During steady-state operation, initially both iL and Ve are 
zero and T + is turned on at woto. So long as liLI < 10 , the output current circulates through 
the rectifier bridge, which appears as a short circuit across Cr and keeps its voltage at zero, 
as shown in Fig. 9-18. At wOtlo iL exceeds 10 and the difference iL -1

0 
flows through Cr , 

and Ve increases. Due to LC resonance, iL reverses at wOt2 and flows through D+, since 
T _ is not turned on until some time later. During the interval WO(t3-tl), iL and Ve can be 
calculated from Eqs. 9-13 and 9-14 using iLO = 10 and VeO = 0 as the initial conditions at 
time wot I' If the gatelbase drive of T + is removed prior to wOt3' iL can no longer flow after 
wOt3 and stays at zero. With iL = 0, io flows through Cn and ve decays linearly to zero 
during the interval wOt3 to wot4' 

In this discontinuous mode of operation, both Ve and iL stay at zero for an interval that 
can be varied in order to control the output voltage. Beyond this discontinuous interval, 
T _ is gated on at wots and the next half-cycle ensues with identical initial conditions of 
zero iL and Ve as for the first half-cycle. 
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Lineilr 

Figure 9-18 PLR dc-dc converter in a discontinuous mode. 

Clearly, the foregoing operation corresponds to Ws in a range from zero to 
approximately ~wo. Also, there are no turn-on or tum-off stresses on the switches or 
the diodes. 

9-4-2-2 Continuous Mode of Operation Below Cl)o 

At switching frequencies higher than those in the discontinuous mode but less than Wo. 
both Vc and iL becomes continuous. The waveforms are shown in Fig. 9-19, where a 
switch turns on at a finite iL and the current commutates from the diode connected iD 
antiparallel with the other switch. This results in turn-on losses in the switches, and the 
diodes must have good reverse-recovery characteristics. However, there are no turn-off 
losses in the switches since the current through them commutates naturally when iL 
reverses in direction. 

9-4-2-3 Continuous Mode of Operation Above Cl)o 

This mode with continuous Vc and iL occurs at Ws > 000' The circuit waveforms are show. 
in Fig. 9-20. Here, the tum-on losses in the switches are eliminated since the switches tuna 

on naturally when iv initially flowing through the diodes, reverses. However, this oper­
ating mode results in the turn-off losses in the switches, since a switch is forced to tuna 

off, thus transferring its current to the diode connected in antiparallel with the other 
switch. 

Similar to the SLR converter operating in a continuous-conduction mode with Ws > 
000, the switches here tum on at zero voltage, thus at the switching instant the snubla 
capacitor in parallel has no stored energy. Therefore, it is possible to eliminate the turn-off 
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Ftgure 9-19 PLR dc-de converter in a continuous mode with w. < Woo 

Ff!UN 9-20 PLR dc-de converter in a continuous mode with w. > woo 

losses by connecting a lossless snubber consisting of a capacitor (with no series resistor) 
in parallel with each switch, as in an SLR converter in Fig. 9-14. 

9-4-2-4 Steady-State Operating Characteristics 

The steady-state operating characteristics of the PLR dc-dc converters are shown in Fig. 
9-21 for two values of 10 , where the variables are nonnalized by using the base quantities 
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Figure 9-21 Steady-state characteristics of a PLR dc-de 
converter. All quantities are nonnalized. 

defined in Eqs. 9-29 through 9-31. Figure 9-21 shows the following important properties 
of the PLR converter: 

• In the discontinuous mode of operation with Ws < iwo, this converter exhibits a 
good voltage source characteristic and Vo remains independent of 10 , This property 
is useful in designing a converter with multiple outputs. 

• Also in the frequency range Ws < iwo, the output varies linearly with ws' thus 
simplifying the output regulation. 

• It is also possible to operate in the high-frequency range Ws > wo, and the maxi­
mum change required in the operating frequency is less than 50% to compensate for 
the output loading for a normalized output voltage of 1.0. 

• It is possible to step up or step down the output voltage, that is, Vo can be less thaa 
or greater than 1.0. 

In this converter, the peak inductor current (which is also the peak current through the 
switches) and the peak capacitor voltage can be several times higher than 10 and V.,. 
respectively (see the problems). 

The converter characteristics shown in Fig. 9-21 suggest than an effective way to 
regulate the output is by controlling the frequency of operation Ws' 

9-4-3 HYBRID-RESONANT de-de CONVERTER 

This topology consists of a series-resonant circuit as shown in Fig. 9-22 but the load is 
connected in parallel with only part of the capacitance, for example, one-third of the total 
capacitance, and the other two-thirds of the capacitance appears in series. The purpose of 
this topology is to benefit from the advantageous properties of both the SLR and the PLR. 
converters, namely that an SLR converter offers an inherent current limiting under short­
circuit conditions and a PLR converter acts as a voltage source, and thus regulating its 
voltage at no load with a high-Q resonant tank is not a problem. These converters can be 
analyzed based on the discussion presented in the previous two sections. These are 
analyzed in detail in reference 15. 
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Figure 9-22 Hybrid-resonant dc-dc converter. 

9-4-4 CURRENT-SOURCE, PARALLEL-RESONANT dc-TO-ac 
INVERTERS FOR INDUCTION HEATING 

The basic principle of such an inverter is illustrated by means of the circuit of Fig. 9-23a, 
where a square-wave current source is applied to a parallel-resonant load. The induction 
coil and the load (RL combination) are modeled by means of a parallel combination of 
equivalent R10ad and Lr , rather than a series RL. The capacitor Cr is added to resonate with 
Ln rather than a series RL. The capacitor Cr is added to resonate with Lr in parallel. It is 
assumed that the harmonic impedance of the parallel-resonant load at the harmonic fre­
quencies of the input current source is negligibly small, thus resulting in an essentially 
sinusoidal voltage vo' Therefore, the analysis of Section 9-3-2-2 applies. 

When the fundamental frequency Ws of the source current io equals the natural 
resonance frequency Wo = (l/YLrCr), the circuit phasor diagram is shown in Fig. 9-23b, 
where the fundamental-frequency component Vol of the resulting voltage is in phase with 
the fundamental-frequency component 101 of the input current. 

Since the square-wave input current in practice is supplied by a thyristor inverter, the 
resonant load must supply the capacitive vars to the inverter. This implies that the load 
voltage Vol should lag the input current 101 , which is possible only at a frequency Ws > 
WOo as shown in Fig. 9-23c. 

A current-source inverter consisting of thyristors is shown in Fig. 9-24a. To avoid a 
large dildt (during current commutation) through the inverter thyristors, a small induc­
tance Lc in series with the resonant load is purposely introduced. The inverter output 

W. = WQ 

• • ." Vol 1,,1 

(6) 

W, > WQ 

-...:::::::::: ,,~ 
'01 

(a) Vol 

(e) 

Figure 9-23 Basic circuit for current-source, parallel-resonant converter for induction 
heating: (a) basic circuit; (b) phasor diagram at w, = Wo; (c) phasor diagram at w, > woo 
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Figure 9-24 Current-source, parallel-resonant inverter for induction heating: (a) eircuit; 
(b) wavefonns. 

current io therefore deviates from its idealized square-wave shape and becomes trapezoi­
dal, as shown in Fig. 9-24h. 

The voltage across one of the thyristors T\ shows that after it stops conducting a 
reverse voltage appears across it for a time interval equal to -ylws; subsequently it is 
required to block a forward-polarity voltage. Therefore, -ylws should be sufficiently larger 
than the specified turn-off time tq of the thyristor that is being used. 

One of the techniques to control the power output of this inverter is by controlling its 
switching frequency. As the switching frequency is is increased further above the natural 
resonance frequency io, the power output decreases if Id is held constant by means of a 
controlled dc supply. Another obvious technique to control the power output is to control 
Id' keeping the switching frequency of the inverter constant. 

9-4-4-1 Start-up 

In case of a current-fed parallel-resonant inverter, the load must be in resonance with Cr 

prior to the inverter operation in Fig. 9-24a. This is accomplished by means of a p~ 
charged capacitor dumping its charge onto the parallel-resonant load circuit, thus estab­
lishing oscillating load voltages and currents. Shortly after that, the inverter operation is 
initiated. 
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9-4-5 CLASS E CONVERTERS 

In class E converters, the load is supplied through the sharply tuned series-resonant circuit 
shown in Fig. 9-25a. This results in an essentially sinusoidal current ;0. The input to the 
converter is through a sufficiently large inductor to allow the assumption that in steady 
state, the input to the converter is a dc current source ld' as shown in Fig. 9-25a, where 
the current magnitude depends on the power output. The waveforms are shown in Fig. 
9-25b for an optimum mode, which is discussed later on. When the switch is on, ld + ;0 
flows through the switch, as shown in Fig. 9-25c. When the switch is turned off, because 
of the capacitor C I, the voltage across the switch builds up slowly, thus allowing a 
zero-voltage turn-off of the switch. With the switch off, the oscillating circuit is as shown 
in Fig. 9-25d, where the voltage across capacitor C1 builds up, reaches its peak, and 
eventually comes back to zero, at which instant the switch is turned back on. 

A class E converter operates at a switching Is, which is slightly higher than the 
resonant frequency 10 = 1I(21TYLrCr). During the interval when the switch is off, the 
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Figure 9-25 Class E converter (optimum mode, D = 0.5). 
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input supplies power to the circuit since VT is positive, as shown in Fig. 9-25b. For a 
high-quality factor of the series LrCrR circuit (Q ~ 7), which results in an essentially 
sinusoidal load current io ' only a slight variation in/s is needed to vary the output voltage. 
As Is increases (where Is > 10), io and therefore VR decrease. 

Another observation that can be made is as follows: The average value of vT equals 
Yd' If io is assumed to be purely sinusoidal, the average voltage across the load resistance 
R is zero. The average voltage across Lr is also zero in steady state. Therefore, Cr blocks 
the dc voltage Vd in addition to providing a resonant circuit. 

The operation of a class E converter can be categorized in optimum and suboptimum 
modes. The circuit and the waveforms shown in Fig. 9-25 belong to the optimum mode 
of operation where the switch voltage returns to zero with a zero slope (icl = 0) and there 
is no need for a diode in antiparallel with the switch. This mode of operation requires that 
the load resistance R be equal to an optimum value Ropt ' The switch duty ratio D = 0.5 
results in a maximum power capability or, in other words, the maximum switch utilization 
ratio, where the switch utilization ratio is defined as the ratio of the output power Po to 
the product of the peak switch voltage and the peak switch current. It is shown in the 
literature that the peak switch current is approximately 3/d and the peak switch voltage is 
approximately 3.5Vd • 

The nonoptimum mode of operation occurs if R < Ropt ' Here, the switch voltage 
reaches zero with a negative slope [dvTldt < 0, and hence, ic\ = C1(dvTldt) < 0]. A 
diode is connected in antiparallel with the switch as shown in Fig. 9-26a to allow this 
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Figure 9-26 Class E converter (nonoptimwn mode). 
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current to flow while keeping the switch voltage at zero (at one diode drop). The wave­
fonns are shown in Fig. 9-26b, where the switch is turned on as soon as the diode starts 
to conduct. In a circuit with a high input voltage, it is important to reduce the peak switch 
voltage \\. It can be shown that for a smaller switch duty ratio, V T decreases but the peak 
switch current IT goes up. 

The advantage of a class E converter is the elimination of switching losses and the 
reduction in EMI. Also, it is a single-switch topology and produces a sinusoidal output 
current. Significant disadvantages are high peak voltage and current associated with the 
switch and large voltages and currents through the resonant LC elements. For the resistive 
load shown in Fig. 9-26a (the optimum mode without an antiparallel diode with the switch 
is very restrictive), class E converters have been considered for high-frequency electronic 
lamp ballasts. 

It is possible to obtain a dc-dc voltage conversion by rectifying the output current. 
Since the output load may vary over a large range, an impedance matching network is 
required between the output of the class E converter and the output rectification stage to 
ensure a lossless switching operation of the class E converter. Various suboptimum class 
E topologies are described in reference 22. 

9-5 RESONANT-SWITCH CONVERTERS 

Historically, prior to the availability of controllable switches with appreciable voltage­
and current-handling capability, the switch-mode converters consisted of thyristors (cur­
rently, thyristors in switch-mode converters are used only at very high power levels). 
Such converters had topologies and control schemes similar to those described in Chapters 
7 and 8 for switch-mode dc-dc converters and dc-to-ac inverters. Each thyristor in such 
a converter required a current commutation circuit, which consisted of an LC resonant 
circuit plus other auxilIary thyristors and diodes, which turned the main thyristor off by 
forcing the current through it to go to zero. Because of the complexity and substantial 
losses in the commutation circuits, thyristors were replaced by controllable switches, as 
their power-handling capability improved. 

A need to increase switching frequencies and to reduce EMI led to augmenting the 
controllable switches in certain basic switch-mode converter topologies of Chapters 7 and 
8 by a simple LC resonant circuit, thereby shaping the switch voltage and current in order 
to yield zero-voltage and/or zero-current switchings. Such converters are tenned resonant­
switch converters. Often, the diode needed for the resonant-switch circuit operation is the 
same as that in the original switch-mode converter topology. Similarly, inductors (such as 
the transfonner leakage inductance) and the capacitors (such as the output capacitance of 
the semiconductor switch), which appear as undesirable parasitics in switch-mode topol­
ogies, can be utilized to provide the resonant inductor and the capacitor needed for the 
resonant-switch circuit. 

The output in some of these circuits is controlled by controlling the operating fre­
quency; in others a constant-frequency square-wave or PWM control can be used with 
some additional constraints to provide zero-voltage and/or zero-current switchings. 

A majority of such converters can be divided into three switching categories: 

I. Zero-current-switching (ZCS) topology where the switch turns on and turns off at 
zero current. The peak resonant current flows through the switch but the peak 
switch voltage remains the same as in its switch-mode counterpart. Such a topol­
ogy is shown in Fig. 9-27a for a step-down dc-dc converter. 

2. Zero-voltage-switching (ZVS) topology where the switch turns on and turns off at 
zero voltage. The peak resonant voltage appears across the switch, but the peak 
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Figure 9-27 Resonant-switch converters: (a) zes dc-de 
converter (step-down); (b) ZVS dc-de converter (step-down); 
(c) zvs-ev dc-de converter (step-down). 

switch current remains the same as in its switch-mode counterpart. Such a topol­
ogy is shown in Fig. 9-27b for a step-down dc-dc converter. 

3. Zero-voltage-switching, clamped-voltage (ZVS-CV) topology where the switcb 
turns on and off at zero voltage as in category 2 above. However, a converter of 
this topology consists of at least one converter leg made up of two such switches. 
The peak switch voltage remains the same as in its switch-mode counterpart, but 
the peak switch current is generally higher. Such a converter topology is shown 
in Fig. 9-27c for a step-down dc-dc converter. 

In the following sections, the operating principles of the converters belonging to all 
three switching categories are discussed. 

9-5-1 ZCS RESONANT-SWITCH CONVERTERS 

In such converters, the current produced by LC resonance flows through the switch, thus 
causing it to turn on and off at zero current. This can be easily explained in the step-down 
dc-dc converter of Fig. 9-28a, which has been modified as shown in Fig. 9-28b by the 
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Y~re 9-28 zes resonant-switch dc-dc converter. 
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addition of Lr and C r' The filter inductor Lf is sufficiently large such that the current io can 
be assumed to be a current of constant magnitude 10 in Fig. 9-28b. The circuit waveforms 
in steady state are shown in Fig. 9-28c and the subcircuits are shown in Fig. 9-28d. 

Prior to turning the switch on, the output current 10 freewheels through the diode D, 
and the voltage Vc across Cr equals Yd' At 10 , the switch is turned on at zero current. So 
long as iT is less than 10 , D keeps on conducting and Vc stays at Yd' Therefore, iT rises 
linearly, and at 1\, iT equals 10 , which causes D to stop conducting. Now, Lr and C r form 
a parallel-resonant circuit and the analysis of Section 9-3-2-1 applies. Use of Eq. 9-20 
shows that at I;, iT peaks at VdlZO + 10 and Vc reaches zero. The negative peak of Vc occurs 
at I'; when iT = 10 , At 12, iT reaches zero and cannot reverse its direction. Thus the switch 
T is naturally turned off. Beyond 12 , the gate pulse from T is removed. Now 10 flows 
through Cr and Vc rises linearly to Vd at 13 , at which point the diode D turns on and Vc stays 
at Yd' After an interval during which iT is zero and Vc = Vd, the gate pulse to T is again 
applied at 14 to turn it on, and the next cycle ensues. 

It is clear from the waveforms of Fig. 9-28c that the forward switch voltage is limited 
to Yd' The instantaneous voltage Vo; = Vd - Vc across the output diode, as defined as Fig. 
9-28b, is plotted in Fig, 9-29. By controlling the switch-off time interval 14 - 13, or in 
other words the switching frequency of operation, the average value of Vo; and, hence, the 
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Figure 9-29 Voi wavefonn in a zes resonant-switch dc-dc 
converter. 

average power supplied to the output stage can be controlled. This in turn regulates the 
output voltage Vo for a given load current 10 , 

From the waveforms of Fig. 9-28c, it can be seen that if 10> Vd/ZO, iT will not come 
back to zero naturally and the switch will have to be forced off, thus resulting in turn-off 
losses. 

Zero-current switching can also be obtained by connecting Cr in parallel with D as 
shown in Fig. 9-30a. As discussed previously, io can be assumed to be a current of 
constant magnitude 10 in Fig. 9-30a during a high-frequency resonant cycle. 

Initially both the capacitor voltage (across Cr) and the inductor current (through Lr) 

are assumed to be zero and the load current 10 freewheels through the diode D. The 
converter operation can be divided into the following intervals for which the converter 
waveforms as well as the corresponding circuit states are shown in Fig. 9-30b and 9-30c: 

1. Time interval 1 (between to and t,). At time to, the switch is turned on. Because 
of 10 flowing through the diode it appears as a short circuit and the entire input 
voltage Vd appears across Lr- Therefore, the switch current builds up linearly until 
it becomes equal to 10 at time t,. Beyond this time, the diode turns off and the 
voltage clamp across Cr is removed. 

2. Time interval 2 (between t, and t2). Beyond t" iT> 10 and their difference (iT -

10 ) flows through Cr. At ti, iT peaks and Vc = Yd' At time t~, the switch current 
drops from its peak value to 10 and the capacitor voltage reaches 2Vd. The switch 
current eventually drops to zero at t2 and cannot reverse through the switch (if a 
BIT or a MOSFET is used as a switch, then a diode in series with it must be used 
to block a negative voltage and to prevent the flow of reverse current through the 
switch). Thus, the switch current is commutated off naturally and the gate/base 
drive from the switch should be removed at this point. 

3. Time interval (between t2 and t3)' Beyond the time t2 with the switch off, the 
capacitor Cr discharges into the output load and the capacitor voltage linearly 
drops to zero at t3' 

4. Time interval 4 (between t3 and t4). Beyond t3 , the load current just free­
wheels through the diode until a time t4 , when the switch is turned on and the 
next switching cycle begins. This time interval is controlled to adjust the output 
voltage. 

Under a steady-state operating condition, the average voltage across the filter inductor 
is zero; therefore the voltage across C r averaged over one switching cycle equals the 
output voltage Yo' By controlling the freewheeling time interval 4 (i.e., by controlling the 
switching frequency), the output voltage Vo can be regulated. 
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Y~re 9-30 ZCS resonant-switch dc-de converter; alternate configuration. 

From the wavefonns of Fig. 9-30b, the following circuit properties can be observed: 

• The Lr and Cr together determine the natural resonance frequency Wo = 1I(21T 
v'LrCr), which can be made to be large (in the megahertz range) by proper 
selection of Lr and Cr. Both the switch turn-on and turn-off occur at zero 
current, thus reducing the switching losses. It should be noted that at turn-on, 
the voltage across the switch equals Vd • This results in losses, as discussed in 
Section 9-5-3. 

• The load current 10 must be less than a maximum value of VdlZo, which depends 
on the circuit parameters. Otherwise, the switch would have to turn off a finite 
amount of current. 

• At a given switching frequency of operation, Vo declines with increasing load. 
Therefore, the switching frequency Ws must be increased to regulate Vo' The 
opposite is true if the load decreases. 
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• By placing a diode in the antiparallel across the switch in Fig. 9-30a, the inductor 
current is allowed to reverse. This permits excess energy in the resonant circuit at 
light loads to be transferred back to the voltage source Vd . This significantly 
reduces the dependence of Vo on the output load. 

Since the switching losses are minimized and the EM! is reduced, very high switching 
frequencies can be attained. One drawback of such a converter is that the switch peak 
current rating required is significantly higher than the load current. This also implies that 
the conduction losses in the switch would be higher compared with its switch-mode 
counterpart. In references 25 and 26, it has been shown that this principle can be applied 
to various other single-switch dc-dc converter topologies. 

9-5-2 ZVS RESONANT -SWITCH CONVERTERS 

In these converters, the resonant capacitor produces a zero voltage across the switch, at 
which instant the switch can be turned on or off. Such a step-down dc-dc converter 
circuit is shown in Fig. 9-31a, where a diode Dr is connected in antiparallel with the 
switch. As discussed previously, the output current io can be assumed to be a current of 
constant magnitude 10 in Fig. 9-31a during a high-frequency resonant cycle. 

Initially, the switch is conducting 10 and therefore, ILO = 10 and Vco = O. The 
converter operation can be divided into the following intervals for which the converter 
waveforms as well as the corresponding circuit states are shown in Fig. 9-31b and 9-31c. 
respectively: 

I. Time interval I (between to and t,). At time to, the switch is turned off. Because 
of Cr , the voltage across the switch builds up slowly but linearly from zero to Vd 
at t ,. This results in a zero-voltage turn-off of the switch. 

2. Time interval 2 (between t, and t2). Beyond t" since Vc > Vd , the diode D 
becomes forward biased, Cr and Lr resonate, and the analysis of Section 9-3-1-1 
applies. At t;, iL goes through zero and Vc reaches its peak of Vd + 2010' At 
t'j, Vc = Vd and iL = -10 , At t2 , the capacitor voltage reaches zero and cannot 
reverse its polarity because the diode Dr begins to conduct. 

Note that the load current 10 should be sufficiently large so that 2010 > Vd • 

Otherwise, the switch voltage will not come back to zero naturally and the switch 
will have to be turned on at a nonzero voltage, resulting in turn-on losses (the 
energy stored in Cr will dissipate in the switch). 

3. Time interval 3 (between t2 and t3)' Beyond t2 , the capacitor voltage is clamped 
to zero by Dr' which conducts the negative iL . The gate drive to the switch is 
applied once its anti parallel diode begins to conduct. Now iL increases linearly and 
goes through zero at time t~, at which instant iL begins to flow through the switch. 
Therefore, the switch turns on at a zero voltage and zero current. Here iL increases 
linearly to 10 at t3' 

4. Time interval 4 (between t3 and t4). Once iL reaches 10 at t3, the freewheeling 
diode D turns off. Because a small negative slope is associated with dildt through 
the diode at turn-off, there are no diode reverse-recovery problems like the ones 
encountered in the switch mode. The switch conducts 10 as long as it is kept OIl 

until t4 • The interval tet3 can be controlled. At t4 , the switch is turned off and the 
next cycle ensues. 

It is clear from the waveforms of Fig. 9-31b that the switch current is limited to 10 , 

The voltage Vo; across the output diode as defined in Fig. 9-31a, is plotted in Fig. 9-32. 
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Yagure 9-31 ZVS resonant-switch dc-dc converter. 
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Figure 9-32 The Voi wavefonn in a ZVS resonant-switch dc-dc 
converter. 

• t 

By controlling the on interval tet3 of the switch, the average value of Vo; and, hence, the 
average power supplied to the output stage can be controlled. This in turn regulates the 
output voltage Vo for a given load current 10 , 

This zero-voltage-switching approach can also be applied to various other single­
switch dc-dc converter topologies, as described in reference 27. 
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COD D 

s 
Figure 9-33 Switch internal capacitances. 

9-5-3 COMPARISON OF ZCS AND ZVS TOPOLOGIES 

Both of these techniques require a variable-frequency control to regulate the output 
voltage. 

In the ZCS, the switch is required to conduct a peak current that is higher than the 
load current 10 by an amount V d1Zo. For natural tum-off of the switch at zero current, the 
load current 10 must not exceed VdIZO' Therefore, there is a limit on how low the load 
resistance can become. By placing a diode in antiparallel with the switch, the output 
voltage can be made insensitive to the load variations. 

In the ZVS tOJXllogy discussed here, the switch is required to withstand a forward 
voltage that is higher than V d by an amount Zolo' For zero-voltage (lossless) tum-on of the 
switch, the load currentlo must be greater than Vd1Zo. Therefore, if the output load current 
10 varies in a wide range, then the foregoing two conditions result in a very large voltage 
rating of the switch (see Problem 9-13). Therefore, this technique is limited to an esse. 
tially constant load application. To overcome this limitation, a zero-voltage-switching 
multi resonant technique is described in reference 29. 

In general, ZVS is preferable over ZCS at high switching frequencies. The reason bas 
to do with the internal capacitances of the switch, as shown in Fig. 9-33. When the switch 
turns on at zero current but at a finite voltage, the charge on the internal capacitances is 
dissipated in the switch. As discussed in reference 30, this loss becomes significant at very 
high switching frequencies. However, no such loss occurs if the switch turns on at a zero 
voltage. 

9-6 ZERO-VOLTAGE-SWITCHING, CLAMPED-VOLTAGE 
TOPOLOGIES 

In the literature, these tOJXllogies have been referred to as the pseudo-resonant- and 
resonant-transition tOJXllogies. In these to{X)logies, the switches turn on and tum off at 
zero voltage. But unlike the ZVS tOJXllogy discussed in Section 9-5-2, the peak voltage 
of a switch is clamped at the input dc voltage. Such converters consist of at least OIIC 

converter leg having two switches. 

9-6-1 ZVS-CV de-de CONVERTERS 

The basic principle is shown by means of the dc-de step-down converter shown in Fig. 
9-34a, consisting of two switches. The filter inductor Lf is very small compared with the 
nonnal switch-mode toJXllogy so that iL becomes JXlsitive as well as negative during each 
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YJ8IIre 9-34 ZVS-CV dc-de converter. 

cycle of operation. Assuming Cf to be large, the filter capacitor and the load can be 
replaced by a dc voltage Vo in steady state as shown in the equivalent circuit of Fig. 9-34b. 
The wavefonns are shown in Fig. 9-34c. 

Initially, T + is conducting a positive iL and VL (=Vd - Vo) is positive. At time to, T + 
is turned off at zero voltage because of C+ in Fig. 9-34a; the voltage across T + builds up 
slowly compared with its switching time. With T _ off and T + just off, the subcircuit 
is as shown in Fig. 9-35a. It can be redrawn as in Fig. 9-35b, where the initial voltage 
vVd on C_ is shown explicitly by means of a voltage source. Since C+ = C_ = ~C, the 
Thevenin equivalent of the circuit on the left results in the circuit of Fig. 9-35c. Since C 
is very small, the resonant frequency 10 = 1I(2'1T-vz:;g is much larger than the switch­
ing frequency of the converter. Moreover, Zo = VL;iC in this circuit is very large, 
resulting in a small variation in iL during the time interval shown in Fig. 9-35d. At to, vo;' 

the voltage across C _, reaches zero, beyond which time this subcircuit has to be modi­
fied since v oi cannot become negative because of the presence of D _ in the original cir­
cuit. During the time interval t;'-to• the magnitude of dvldt across both the capacitors 
is the same; therefore, ~iL flows through each of the capacitors during this interval 
since C+ = C_. 
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The preceding discussion can be simplified if iL during this interval is assumed to be 
essentially constant. This allows the assumption that Vol changes linearly, as shown in Fig. 
9-34c during the blanking-time interval where both the switches are off. 

Beyond to, iL decreases linearly, since it flows through D _, and therefore, VL = - Yo' 
Once D _ begins to conduct, T _ is gated on. At I~. iL reverses direction and flows 
through L. 

At It, T _ is turned off at zero voltage and after a capacitor charging-dischargiog 
interval li-tl' similar to 10 to to, the negative iL flows through D +. Since vL (= Vd - V.J 
is positive beyond II. iL increases. Here T+ is gated on at zero voltage as soon as D+ 
begins to conduct. At 12 , iL becomes positive and flows through T +. 

At 13 , T + is turned off at zero voltage, thus completing a cycle with a time period T. 
= (13-tO)' 

As shown by the waveforms in Fig. 9-34c, the switch voltage peak in this topology 
is clamped at Yd' .J 

An important observation is that for the zero-voltage turn-off of a switch, a capaciu 
is connected directly across the switch. Therefore, the switch must be turned on only II 
zero voltage; otherwise the energy stored in the capacitor will be dissipated in the switch. 
Therefore, the diode in antiparaIlel with the switch must conduct prior to the closing of 
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the switch. This requires that in the circuit of Fig. 9-34a, iL must flow in both directions 
during each cycle to satisfy this requirement for both the switches. 

In such a circuit, the output voltage can be regulated by means of a constant­
switching-frequency PVM control. Assuming the blanking-time intervals to-to and 
tl -t I' during which the resonant transition occurs, to be much smaller than the time period 
Ts of the switching frequency, the voltage voi in Fig. 9-34c is of a rectangular waveform. 
Since the average voltage across Lfis zero, the average value of Voi equals Vo. Therefore, 
Vo = DVd , where D is the duty ratio of the switch T + and DTs is the time interval during 
which either T + or D + is conducting. The average value of iL equals the output cur­
rent 10 • 

If a constant-frequency PWM control is used to regulate Vo' then Lf needs to be 
chosen such that even under the minimum value of Vd and the highest load (i.e., the 
minimum load resistance), iL reaches a value less than zero. 

The advantage of this ZVS-CV is that the switch voltages are clamped to Vd . The 
disadvantage is that because of the higher ripple in iv the switches need to carry higher 
peak currents as compared to the switch mode of operation. 

9-6-2 ZVS-CV de-TO-ae INVERTERS 

It should be noted that the dc-dc converter discussed in Section 9-6-1 is capable of a 
two-quadrant operation where io can reverse. Therefore, such a converter can be modified 
as shown in Fig. 9-36a, which results in a half-bridge square-wave dc-to-ac inverter to 
supply an inductive load. The resulting waveforms with equal switch duty ratios are 
shown in Fig. 9-36b, and the switching losses are eliminated, since the switches turn on 
and tum off at zero voltage. The load current must lag the voltage (i.e., the load must be 
inductive like a motor load) for the switchings to occur at a zero voltage. 

It is possible to operate the inverter of Fig. 9-36a in a current-regulated mode, similar 
to that discussed in Chapter 8. However, to achieve zero-voltage switchings, both 
switches must conduct every switching cycle, and therefore io must flow in each direction 
during every switching cycle. The waveforms for square-wave and PWM modes are 
shown in Figs. 9-36b and 9-36c, respectively. This concept can be extended to a three­
phase inverter as shown in Fig. 9-37. 

9-6-3 ZVS-CV dc-de CONVERTER WITH VOLTAGE CANCELLATION 

The ZVS-CV technique can be extended to the single-phase dc-to-ac inverter with voltage 
cancellation. The switch-mode circuit, which was discussed in detail in Chapter 8, is 
shown in Fig. 9-38a, and the resulting waveforms are shown in Fig. 9-38b, where both 
switches in each leg operate at a 50% duty ratio but the phase delay <I> between the outputs 
of the two legs is controlled in order to control the output v AB of the full bridge. The output 
voltage of the full bridge is stepped down through an isolation transformer and then 
rectified to yield an overall dc-dc converter. 

The switch-mode circuit of Fig. 9-38a can be modified to provide ZVC-CV by adding 
LA' CA +, CA- to leg A and LB , CB+, CB - to leg B, as shown in Fig. 9-39a. For 
simplicity, the transformer is replaced by its magnetizing inductance Lm and its leakage 
inductance is neglected. The output stage is represented by the output current 1

0
• The 

resulting waveforms are shown in Fig. 9-39c, where the idealized switch-mode wave­
forms of Fig. 9-38 are repeated in Fig. 9-39b for comparison. Proper selection of induc­
tance and capacitance values and a proper switching strategy result in a ZVS-CV switch­
ing, as discussed in reference 34. 
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Figure 9-36 ZVS-CV dc-to-ac inverter: (a) half-bridge; (b) square-wave mode; 
(c) current-regulated mode. 
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Figure 9-37 Three-phase, ZVS-CV de-to-ae inverter. 
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9-7 RESONANT-de-LINK INVERTERS WITH ZERO-VOLTAGE 
SWITCHINGS 

In the conventional switch-mode PWM inverters of the type discussed in Chapter 8, the 
input is a dc voltage. To avoid the switching losses in the inverter, a new topology has 
been recently proposed in reference 35, where a resonant circuit is introduced in between 
the dc input voltage and the PWM inverter. As a result, the input voltage to the inverter 
in the basic configuration oscillates between zero and slightly greater than twice the dc 
input voltage. The inverter switches are turned on and turned off at zero voltage. 

The basic concept is illustrated by means of the circuit of Fig. 9-40a. The 
resonant circuit consists of Lr , Cr , and a switch with an antiparallel diode. The load of 
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Figure 9-40 Resonant-de-link inverter, basic concept: (a) basic circuit; 
(b) lossless R/ = 0; (c) losses are present. 
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the circuit is represented by a current 10 , which represents. for example. the current 
being supplied by the inverter to a motor load. Because of the internal inductance of 
the load. it is reasonable to assume 10 to be constant in magnitude during a resonant 
frequency cycle. 

As a first step. RI is assumed to be zero. Initially. the switch is closed and the 
difference of iL and 10 flows through the diode-switch combination. Current iL builds up 
linearly. At time to. with iL = lLO• the switch is turned off at zero voltage. The equations 
for the resonant circuit are as follows for t > to: 

idt) = 10 + [w:~rsin wo(t - to) + (fLO - lo)cos wo(t - to)] (9-34) 

and 

(9-35) 

where 

I 
Wo = ---

v'LrCr 
(9-36) 

The wavefonns in Fig. 9-40b for lLO = 10 show that Vd returns to zero and it. 
returns to 10 after one resonant cycle from the switch opening. Therefore. in this 
idealized circuit without any losses. the switch T and diode D can be removed once 
the oscillations start. 

In the basic circuit of Fig. 9-40a. RI represents the losses. In order for the zero­
voltage tum-on and tum-off of the switch to occur. v d must return to zero. In the presence 
of losses in RI • lLO must be greater than 10 at the instant the switch is turned off. 1be 
wavefonns are shown in Fig. 9-40c. If the switch is kept on too long and lLO is much 
larger than 1

0
, then Vd will peak at a value significantly larger than 2Vd. Therefore.lLO -

10 must be controlled by controlling the time interval during which the switch remains 
closed. 

The foregoing concept can be applied to the three-phase PWM inverter of Fig. 9-41. 
The resonant switch T and D of Fig. 9-4Oa are not needed since their function can be 
fulfilled by any of two switches comprising an inverter leg. The switches in any of the 
three inverter legs can be turned on and turned off at zero voltage when v d reaches zero. 

Further modifications to clamp the peak voltage across the switches to less than twice 
the input dc voltage have been discussed in the literature. 

+ 

+ '---'---~--~---Jr--Jr-----A 

~~~--~--~----B 

Figure 9-41 Three-phase resonant-de-link inverter. 
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9-8 HIGH-FREQUENCY -LINK INTEGRAL-HALF -CYCLE 
CONVERTERS 

Unlike the resonant-dc-link converters where the input to the single-phase or three-phase 
converter oscillates between zero and a value higher than the average input dc voltage, in 
the high-frequency-link converters the input to the single-phase or three-phase converter 
is a single-phase, high-frequency sinusoidal ac, as shown in Fig. 9-42a. As discussed in 
reference 38, by turning the inverter switches on or off when the input voltage passes 
through zero, the switching losses can be minimized. 

Figure 9-42a shows a single-phase converter of this type with a high-frequency 
sinusoidal input voltage vin • The output is synthesized to be a low-frequency ac, for 
example, to supply a motor load. This requires that all four switches be bidirectional. 
Each bidirectional switch in Fig. 9-4:2a can be obtained by connecting two unidirectional 
switches with reverse blocking capability in antiparallel. 

To describe the operating principle, the output load current is assumed to be a 
constant 10 during a cycle of high-frequency ac input. Here 10 can be positive or negative. 
For either direction of 10 , VAB can consist of two positive half-cycles, two negative 
half-cycles, or zero (or any combination of these three options). These three options and 
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IJ 0, reference 

Figure 9-43 Synthesis of low-frequency ac output. 

the corresponding iin are shown in Fig. 9-42b through 9-42d for a positive 10 , for exarnplc_ 
This control over Vo to be positive, negative, or zero during each high-frequency haIf­
cycle allows a low-frequency output to be synthesized to be of the desirable frequency and 
magnitude, as shown in Fig. 9-43. This control is discussed in detail in reference 38. 
Since the low-frequency output consists of an integral number of half-cycles of the 
high-frequency input, these converters are labeled high-frequency-link integral-half-cycle 
converters. 

This concept can also be extended to deliver three-phase ac output by the circuit ~ 
Fig. 9-44. It should be noted that in both the single-phase and three-phase converters. a 
parallel-resonant filter of the type shown in Fig. 9-44 must be used. It is tuned to be 
parallel resonant at the input voltage frequency fin' Therefore, it does not draw any currell 
from the high-frequency ac input. However, the capacitor Cf provides a low-impedance 
path to all other frequency components in iin so that they do not have to be supplied by 
Vin through the stray inductance Lstray • 

The low-frequency output may in fact be dc in the circuit of Fig. 9-42a. Also, tbi: 
power can flow in either direction in these converters. 

LSlray 
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Figure 9-44 High-frequency ac to low-frequency three-phase ac converter. 
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These high-frequency-link converters are a fonn of cycloconverters, whereby the 
power is transferred between two ac systems operating at two different frequencies with­
out an intermediate dc link. Unlike the phase-controlled, line-frequency cycloconverters 
using thyristors, which are described in Chapter 15, the bidirectional controllable switches 
in these high-frequency-Iink converters are turned on or off when the input high-frequency 
ac passes through zero. 

SUMMARY 

In this chapter, various techniques are discussed that can either eliminate or diminish the 
stresses and the switching losses in the semiconductor devices. The following converters 
are described: 

1. Load-resonant converters 

(a) Series-loaded resonant (SLR) dc-dc converters 

(b) Parallel-loaded resonant (PLR) dc-dc converters 

(c) Hybrid-resonant, dc-dc converters 

(d) Current-source, parallel-resonant dc-to-ac inverters for induction heating 

(e) Class E converters 

2. Resonant-switch converters 

(a) Zero-current-switching (ZCS) converters 

(b) Zero-voltage-switching (ZVS) converters 

(c) Zero-voltage-switching, clamped-voltage (ZVS-CV) converters 

(i) ZVS-CV dc-dc converters 

(ii) ZVS-CV dc-to-ac inverters 

(iii) ZVS-CV dc-dc converters with zero voltage cancellation 

3. Resonant-dc-Iink inverters with zero-voltage switchings 

4. High-frequency-link integral-half-cycle converters 

An overview of these converters is provided in reference 41. 

PROBLEMS 

SLR de-de CONVERTERS 
9-1 The SLR dc-dc converter of Fig. 9-1Oa is operating in a discontinuous-conduction mode with 

Ws < 0.5wo. In the wavefonns of Fig. 9-11 (with to = 0), the initial conditions in tenns of nonnal­
ized quantities are always as follows: V cO = -2Vo and fLO = O. Show that in tenns of nonnalized 

quantities, Vc.peak = 2 and fL.peak = 1 + Yo' 

9-2 Design an SLR dc-dc converter of Fig. 9-100 with an isolation transfonner of turns-ratio n : 1, 
where Vd = 155 V, and the operating frequency f. = 100 kHz. The output is at 5 V and 20 A. 

(a) The foregoing converter is to operate in a discontinous-condution mode with w, < 0.5wo. The 
nonnalized output voltage Vo is chosen to be 0.9 and the normalized frequency to be 0.45. Using 
the curves of Fig. 9-15, obtain turns ratio n, Lr, and Cr' 

(b) Obtain the numerical value for the sum of peak energies stored in Lr and Cr: 

S = ~LrlLpeak + ~CrV~.peak 
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9-3 Repeat Problem 9-2 if the SLR converter is designed to operate in a continuous-conduction mode 
at below the resonant frequency. 

(a) Choose nonnalized output voltage as 0.9 and nonnalized output current as 1.4. Use the design 
curves of Fig. 9-15. Obtain n, L" and Cr. 

(b) Obtain S as defined in Problem 9-2(b) by means of the design curves of Fig. P9-3. 

10 10~----r-----~--~r---~r-.w~ 

8.00 8.00 ~--I----t-

~.oot---i----+--

i i 
~ ~ 

4.00~---j-----t--~ 

0.00 L-_---' __ ---L __ ........ __ -'-_---' 

0.50 0.70 O.eo 0.90 0.50 0.60 0.70 0.80 0.90 1 

"'. 
(a) (b) 

Figure P9-3 SLR dc- dc converter characteristics; all quantities are nonnalized. (Source: 
Ramesh Oruganti, Ph.D. Dissertation, VPI, 1987.) 

9-4 Repeat Problem 9-3 for an operation above the resonant frequency (ws > wo) but with nonnalizal 
output voltage of 0.9 and nonnalized output current of 0.4. Use the design curves of Fig. 9-15 ... 
Fig. P9-4. 
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0.00 0.00 
1.00 1.10 1.20 1.30 1.40 1.5 1.00 1.10 1.20 1.5 

"', "', 
(a) (b) 

Figure P9-4 SLR dc-de converter characteristics; all quantities are nonnalized. (Source: 
Ramesh Oruganti, Ph.D. Dissertation, VPI, 1987.) 



i 
~ 

PROBLEMS 293 

9-5 Compare the values of S in Problems 9-2 through 9-4. 

PLR de-de CONVERTERS 
9-6 The PLR dc-dc converter of Fig. 9-17a with an isolation transformer of turns ratio n: I is operating 

in a discontinuous mode and the voltage and current waveforms are shown in Fig. 9-18. 
Show that in a discontinuous mode, 

and 

9-7 Design a half-bridge, transformer-isolated PLR dc-de converter. The input dc voltage Vd = 155 V 
and the operating frequency t. = 300 kHz. The output is at 5 V and 20 A. Obtain the transfonner 
turns ratio n, Lr , and Cr , assuming a discontinuous mode of operation, normalized operating 
frequency of 0.45, normalized Cr = 1.2 per unit, and normalized Lr = 0.833 per unit, where 

Using the design curves of Fig. 9-21, and Problem 9-6, obtain the peak values of Vc and iL • 

Calculate S, which was defined in Problem 9-2. 

9-8 Design the converter of Problem 9-7, assuming a continuous mode below the resonant frequency. 
Let the normalized operating frequency be 0.8 and the values of normalized Cr and Lr as in Problem 

9-7. Normalized 10 is 0.8. 

(a) Calculate n, Lr, and Cr. 

(b) Using the design curves of Figs. 9-21 and P9-8, obtain the peak values of Vc and iL • Calculate 
S, as defined in Problem 9-2. 

7~--~-----.----.-----
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i 
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~ .. 
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O.OO'--_.......I __ -..I.. __ .....L. __ -'-__ ...J 

0.50 0.60 0.70 0.80 0.90 0.50 0.60 0.70 tlSQ 0.90 

"', 
(a) (Il) 

~ P9-8 PLR dc-dc converter characteristics; all quantities are normalized. (Source: 
aamesh Oruganti, Ph.D. Dissertation, VPI, 1987.) 
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i 
~ 

9-9 Repeat Problem 9-8 for operation above the resonant frequency with the normalized frequency of 
1.1. Use the design curves of Fig. 9-21 and P9-9. 

7.50 '-'"TTI~r-----r--~---r----' 7.50~ ....... ...,----,.--~---r----, 

6.00 Hrl-\twIlk--+---f---+-~ 6.00HI-H-.---t----t---t-----t 

4.501-+--I~~~--+---+--+----I 4.50 t-+--I~I\\1ir--_t----+---+--__t 

i 
~.; 

3.00 t--+-->r---T-T""d'o~k--t-;,---=-t-----t 3.00t--+--+I~W~----+---+--__t 

1.50 1.50 t----trll--\-~--"''''''''''o!~ .... d--__t 

0.00 '--_---Io. __ -'-__ ....L-__ ~ _ __' 

1.00 1.10 1.20 1.30 1.40 1. 50 
O.OOL-.---.l.---'-----:~--.L.:--~ 

1.00 1.10 1.20 1.30 1.40 1.50 

(a) (b) 

Figure P9-9 PLR dc-dc converter characteristics; all quantities are normalized. (Source: 
Ramesh Oruganti, Ph.D. Dissertation, VPI, 1987.) 

9-10 Compare the values of S calculated in Problems 9-7 through 9-9. 

ZCS RESONANT -SWITCH CONVERTERS 
9-11 In the ZCS resonant-switch circuit of Fig. 9-30a, fo = I MHz, Zo = 10 fl, P10ad = IO W. 

V d = 15 V, and V 0 = 10 V. Assume L2 to be quite large and all components to be ideal. 
Calculate the iL and v c waveforms as a function of time. Sketch the waveforms for iL and "c 

and label the important transition points. Also label the peak values of IL and Vc and the time instaDIs 
at which they occur. 

9-12 Repeat Problem 9-11 assuming a diode is connected in antiparallel with the switch in Fig. 9-3Orr.. 

9-13 Using PSpice, simulate the zero-current-switching, quasi-resonant boost converter shown in FJI­
P9-I3. Obtain vc ' iL , and idiode waveforms. 

Nominal values Id = 26.667 A, Vo = 450 V 

Lr= 5.371lH, Cr = 117.9 nF 
f. = 100 kHz 

Figure P9-13 Source: reference 5 of Chapter 4. 
"Power Electronics: Computer Simulation, Analysil. 
and Education Using PSpice (evaluation, classroo. 
version)," on a diskette with a manual, Minnesota 
Power Electronics, P.O. Box 14503, Minneapolis, 
MN 55414. 

ZVS RESONANT-SWITCH CONVERTERS 
9-14 IA the ZVS resonant-switch dc-dc converter of Fig. 9-3Ia, Vd = 40 V; 10 varies in the range 4-28 

A. Calculate the theoretical minimum value of the switch voltage rating. 
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CHAPTER 10 

SWITCHING de POWER 
SUPPLIES 

10-t INTRODUCTION 

Regulated dc power supplies are needed for most analog and digital electronic systems. 
Most power supplies are designed to meet some or all of the following requirements: 

• Regulated output. The output voltage must be held constant within a specified 
tolerance for changes within a specified range in the input voltage and the output 
loading. 

• Isolation. The output may be required to be electrically isolated from the input. 

• Multiple outputs. There may be multiple outputs (positive and negative) that may 
differ in their voltage and current ratings. Such outputs may be isolated from each 
other. 

In addition to these requirements, common goals are to reduce power supply size and 
weight and improve their efficiency. Traditionally, linear power supplies have been used. 
However, advances in the semiconductor technology have lead to switching power sup­
plies, which are smaller and much more efficient compared to linear power supplies. The 
cost comparison between linear and switching supplies depends on the power rating. 

10-2 LINEAR POWER SUPPLIES 

To appreciate the advantages of the switching supplies, it is desirable first to consider the 
linear power supplies. Figure 1O-la shows the schematic of a linear supply. In order to 
provide electrical isolation between the input and the output and to deliver the output in 
the desired voltage range, a 6O-Hz transformer is needed. A transistor is connected in 
series that operates in its active region. 

Comparing Va with a reference voltage V ref' the control circuit in Fig. 1O-la adjusts 
the transistor base current such that Va (=Vd - VCE) equals Va,ref' The transistor in a linear 
supply acts as an adjustable resistor where the voltage difference Vd - Va between the 
input and the desired output voltage appears across the transistor and causes power losses 
in it. For a given range of 60 Hz ac input voltage, the rectified and filtered output v Jt) may 
be as shown in Fig. 1001b. To minimize the transistor power losses, the transformer turns 
ratio should be carefully selected such that Vd,min in Fig. 1O-lb is greater than Va but does 
not exceed Va by a large margin. 

301 
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Figure 10-1 Linear power supply: (a) schematic; (b) selection of transfonner turns ratio 
so that Vd .min > Vo by a small margin. 

The preceding discussion points out two major shortcomings of a linear poww:r 
supply: 

1. A low-frequency (60-Hz) transformer is required. Such transformers are larger • 
size and weight compared to high-frequency transformers. 

2. The transistor operates in its active region, incurring a significant amount of poww:r 
loss. Therefore, the overall efficiencies of linear power supplies are usually in. 
range of 30-60%. 

On the positive side, these supplies utilize simple circuitry and therefore may cost less • 
small power ratings «25 W). Also, these supplies do not produce large EMI with oda­
equipment. 

10-3 OVERVIEW OF SWITCHING POWER SUPPLIES 

As opposed to linear power supplies, in switching power supplies, the transformation aI 
dc voltage from one level to another is accomplished by using dc-to-dc converter circuill 
(or those derived from them), which were discussed in Chapters 7 and 9. These circuill 
employ solid-state devices (transistors, MOSFETs, etc.), which operate as a switch: eitla 
completely off or completely on. Since the power devices are not required to operate. 
their active region, this mode of operation results in a lower power dissipation. Incread 
switching speeds, higher voltage and current ratin~s, and a relatively lower cost of tJ:tc:. 
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devices are the factors that have contributed to the emergence of switching power sup­
plies. 

Figure 10-2 shows a switching supply with electrical isolation in a simplified block 
diagram form. The input ac voltage is rectified into an unregulated dc voltage by means 
of a diode rectifier of the type discussed in Chapter 5. It should be noted that an EMI filter, 
as discussed in Chapter 18, is used at the input to prevent the conducted EMI. The dc-dc 
converter block in Fig. 10-2 converts the input dc voltage from one level to another dc 
level. This is accomplished by high-frequency switching, which produces high-frequency 
ac across the isolation transformer. The secondary output of the transformer is rectified 
and filtered to produce Vo' The output of the dc supply in Fig. 10-2 is regulated by means 
of a feedback control that employs a PWM controller as discussed in Chapter 7, where the 
control voltage is compared with a sawtooth waveform at the switching frequency. The 
electrical isolation in the feedback loop is provided either through an isolation transformer 
as shown or through an optocoupler. 

In many applications, multiple outputs (both positive and negative) are required. 
These outputs may be required to be electrically isolated from each other, depending on 
the application. Figure 10-3 shows the block diagram of a switching supply where only 
one output Vol is regulated and the other two are unregulated. If V o2 and/or Vo3 needs to 
be regulated, then linear regulator(s) can be used to regulate the other output(s). 

Two major advantages of switching power supplies over linear power supplies are 
now apparent. These are as follows: 

• The switching elements (power transistors or MOSFETs) operate as a switch: either 
completely off or completely on. By avoiding their operation in their active region, 
a significant reduction in power losses is achieved. This results in a higher energy 
efficiency in a 70-90% range. Moreover, a transistor operating in onloff mode has 
a much larger power-handling capability compared to its linear mode. 
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~ 10-2 Schematic of a switch-mode dc power supply. 
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Figure 10-3 Multiple outputs. 

• Since a high-frequency isolation transfonner is used (as compared to a 50- or 6O-Hz 
transfonner in a linear power supply), the size and weight of switching supplies can 
be significantly reduced. 

On the negative side, switching supplies are more complex, and proper measures 
must be taken to prevent EMI due to high-frequency switchings. 

The above-mentioned advantages of switching supplies (over linear supplies) 0ut­
weigh their shortcomings above a certain power rating. The power rating where this 
breakover occurs is steadily decreasing with time due to advances in semiconductOl" 
technology. 

Switching dc power supplies, in general, utilize modifications of the following two 
classes of converter topologies: 

1. Switch-mode dc-dc converters, discussed in Chapter 7, where the switches ~ 
erate in a switch mode. 

2. Resonant converters, discussed in Chapter 9, which utilize zero-voltage andlor 
zero-current switchings. 

In this chapter, the switch-mode converter topologies are used to described tbc 
operation of switching power supplies. Many of the basic principles discussed in tbiI 
chapter also apply to the switching power supplies with resonant converters. 

10-4 de-de CONVERTERS WITH ELECTRICAL ISOLATION 

10-4-1 INTRODUCTION TO de-de CONVERTERS WITH ISOLATION 

As seen by the block diagram of Fig. 10-2, the electrical isolation in switching dc po ... 
supplies is provided by a high-frequency isolation transfonner. Figure 1O-4a shows. 
typical transfonner core characteristic in tenns of its B-H (hysteresis) loop. Here Bm is .. 
maximum flux density beyond which saturation occurs and Br is the remnant flux density_ 
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Figure 10-4 Transfonner representation: (a) typical B-Illoop of transfonner core; 
(b) two-winding transfonner; (c) equivalent circuit. 

Various types of dc-dc converters (with isolation) can be divided into two basic cate­
gories, based on the way they utilize the transformer core: 

1. Unidirectional core excitation where only the positive part (quadrant 1) of the B-H 
loop is used 

2. Bidirectional core excitation where both the positive (quadrant 1) and the negative 
(quadrant 3) parts of the B-H loop are utilized alternatively 

10-4-1-1 Unidirectional Core Excitation 

Some of the dc-dc converters (without isolation) discussed in Chapter 7 can be modified 
to provide electrical isolation by means of unidirectional core excitation. Two such 
modifications are as follows: 

• FJyback converter (derived from buck-boost converter) 

• Forward converter (derived from step-down converter) 

The output voltage of these converters is regulated by means of the PWM switching 
scheme discussed in Chapter 7. 

10-4-1-2 Bidirectional Core Excitation 

To provide electrical isolation by means of bidirectional core excitation, the single-phase 
switch-mode inverter topologies of Chapter 8 can be used to produce a square-wave ac at 
the input of the high-frequency isolation transformer in Fig. 10-2. We will discuss the 
following inverter topologies, which can constitute a switching dc power supply: 

• Push-pull 
• Half bridge 

• Full bridge 
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As in Chapters 7 and 8, for analyzing the following circuits, the switches are treated 
as being ideal and the power losses in the inductive, capacitive, and transfonner elements 
are neglected. Some of these losses limit the operational capabilities of these circuits and 
are discussed separately. 

All of the circuits are analyzed under a steady-state operating condition, and the filter 
capacitor at the output is assumed to be so large (as in Chapter 7) as to allow the 
assumption that the output voltage vo(t) = Vo (i.e., essentially a pure dc). The analysis is 
presented only for the continuous-conduction mode, and the analysis of the discontinuous­
conduction mode is left as an exercise. 

10-4-1-3 Isolation Transformer Representation 

A high-frequency transfonner is required to provide electrical isolation. Neglecting the 
losses in the transfonner of Fig. 1O-4b, an approximate equivalent circuit for a two­
winding transfonner is redrawn in Fig. 1O-4c, where N\: N2 is the transfonner winding 
turns ratio, Lm is the magnetizing inductance referred to the primary side, and Lll and L12 
are the leakage inductances. In the ideal transfonner, V\/V2 = N\/N2 and N\i\ = N2i2. 

In a switch-mode dc-dc converter, it is desirable to minimize the leakage induc­
tances Lll and LI2 by providing a tight magnetic coupling between the two windings. The 
energy associated with the leakage inductances has to be absorbed by the switching 
elements and their snubber circuits, thus clearly indicating a need to minimize the leakage 
inductances. Similarly, in a switch-mode dc-dc converter, it is desirable to make the 
magnetizing inductance Lm in Fig. lO-4c as high as possible to minimize the magnetizing 
current im that flows through the switches and thus increases their current ratings. 

It is important to consider the effect of the transfonner leakage inductances in switch 
selection and snubber design. However, these inductances have a minor effect on the 
converter voltage transfer characteristics and therefore have been neglected in the con­
verter analysis to follow. 

In one of the converter topologies to be discussed, called the flyback converter, the 
transfonner is in fact intended to be a two-winding inductor, which has dual functions of 
providing energy storage as in an inductor and electrical isolation as in a transfonner. 
Therefore, the previous comments to make Lm high do not apply to this topology. How­
ever, the simplified transfonner equivalent circuit can still be used for analysis purposes. 

The transfonner design considerations in resonant power supplies are different than 
the ones discussed before for switch-mode power supplies. There, the leakage inductances 
and/or the magnetizing inductance may in fact be utilized to provide zero-voltage and/or 
zero-current switchings. 

10-4-1-4 Control of de-de Converters with Isolation 

In the single-switch topologies like the fly back and the forward converters, the output 
voltage Vo for a given input Vd is controlled by PWM in a manner similar to that used for 
their nonisolated counterparts discussed in Chapter 7. 

In the push-pull, half-bridge, and full-bridge dc-dc converters, where the converter 
output is rectified to produce a dc output, the dc output voltage Vo is controlled by using 
the PWM scheme shown in Fig. 10-5, which controls the interval .d during which all the 
switches are off simultaneously. This is unlike the PWM schemes used in Chapter 7 to 
control full-bridge dc-dc converters and in Chapter 8 to control single-phase dc-to-ac 
inverters. 
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D 

+ + 

(a) 

Figure 10-6 Flyback converter. 

10-4-2 FLYBACK CONVERTERS (DERIVED FROM 
BUCK- BOOST CONVERTERS) 

(b) 

Flyback converters are derived from the buck-boost converter discussed in Chapter 7 and 
redrawn in Fig. 1O-6a. By placing a second winding on the inductor, it is possible to 
achieve electrical isolation, as shown in Fig. 1O-6b. 

Figure 1O-7a shows the converter circuit where the two-winding inductor is repre­
sented by its approximate equivalent circuit. When the switch is on, due to the winding 
polarities, the diode D in Fig. 1O-7a becomes reverse biased. The continuous-current­
conduction mode in a buck - boost converter corresponds to an incomplete demagnetiza­
tion of the inductor core in the flyback converter. Therefore, as shown by the waveforms 
in Fig. 10-8, the inductor core flux increases linearly from its initial value <1>(0), which is 
finite and positive: 

Vd 
<I>(t) = <1>(0) + Nl t 0< t < ton 

and the peak flux <I> at the end of the on interval is given as 

(10-1) 

(10-2) 

After lon' the switch is turned off and the energy stored in the core causes the c~ 
to flow in the secondary winding through the diode D, as shown by Fig. 1O-7b. The 

+ + 

(a) 

IllTTI~· ~ 
Nl :N2 

(b) 

Figure 10-7 Flyback converter circuit states: (a) switch on; (b) switch off. 
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voltage across the secondary winding V2 = - Yo, and therefore, the flux decreases linearly 
during toff: 

(10-3) 

and 

A Vo 
~(Ts) = ~ - N2 (Ts - to,.) (10-4) 

Vd Vo = ~(O) + NI tOR - N2 (Ts - tOR) (using Eq. 10-2) 

(10-5) 

Since the net change of flux through the core over one time period must be zero in steady 
state, 

(10-6) 

Therefore, from Eqs. 10-5 and 10-6 

Vo N2 D 
-=---
Vd Nil - D 

(10-7) 

where D = tORITs is the switch duty ratio. Equation 10-7 shows that the voltage transfer 
radio in a flyback converter depends on D in an identical manner as the buck-boost 
converter. 

The voltage and current waveforms shown in Fig. 10-8 can be obtained from the 
equations below. During the on interval, the transformer primary voltage VI = Vd • 
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Therefore, the inductor current rises linearly from its initial value Im(O): 

and 

V 
im(l) = isw(t) = Im(O) + L d I 

m 
0<1<100 (10-8) 

(10-9) 

During the off interval, the switch current goes to zero and VI = -(NIIN;)Vo. Therefore, 
im and the diode current iD can be expressed during 100 < I < Ts as 

(10-10) 

and 

. NI • NI[A Vo(N I1N2) ] 
'D(I) = N2'm(l) = N2 1m - Lm (I - (00) (10-11) 

Since the average diode current equals 10' from Eq. IO-II 

A A N2 I NI (I - D)Ts 
1m = Isw = NI I - Dlo + N2 2Lm Vo (10-12) 

The voltage across the switch during the off interval equals 

NI Vd 
Vsw = Vd + N2 Vo = I - D (10-13) 

10-4-2-1 Other Flyback CODverter Topologies 

Two modifications of the ftyback converter topology are shown in Fig. 10-9. Anotha­
ftyback topology that is well suited for low-output-voltage applications is discussed in 
reference 5. 

Two-Transistor Flyback Conl'erter. Figure 1O-9a shows a two-transistor version of a 
ftyback converter where TI and T2 are turned on and off simultaneously. The advantage 
of such a topology over a single-transistor ftyback converter, discussed earlier, is that 
voltage rating of the switches is one-half of the single-transistor version. Moreover, since 
a current path exists through the diodes connected to the primary winding, a dissipatiw: 
snubber across the primary winding is not needed to dissipate the energy associated with 
the transformer primary-winding leakage inductance (see reference 17). 

Paralhling Flyback Conl'erters. At high power levels, it may be beneficial to paralld. 
two or more ftyback converters rather than using a single higher power unit. Some of lbr: 
advantages of paralleling, which are not limited just to the ftyback converter are (a) that 
it provides higher system reliability due to redundancy, (b) that it increases the effectiw: 
switching frequency and hence decreases current pulsations at the input and/or the output, 
and (c) that it allows low-power modules to be standardized where a number of these CIa 

be paralleled to provide a higher power capability. 
The problem of current sharing among the parallel converters can be remedied by 

means of current-mode control, which is discussed later in this chapter. 
Figure 10-9b shows two ftyback converters in parallel; these operate at the same 

switching frequency, but the switches in the two converters are sequenced to turn on a 
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Figure 10-9 Other flyback topologies: (a) two-transistor fly back converter; (b) parallelled 
Oyback converters. 

half-time period apart from one another. This results in improved input and output current 
waveforms (see Problem 10-4). 

10-4-3 FORWARD CONVERTER (DERIVED FROM 
STEP-DOWN CONVERTER) 

Figure 10-10 shows an idealized forward converter. As will be discussed shortly, the 
transformer magnetizing current must be taken into account in these converters. 

Initially, assuming a transformer to be ideal, when the switch is on, D) becomes 
forward biased and Dz reverse biased. Therefore in Fig. 10-10, 

Nz 
VL == N) Vd - Vo 0< I < Ion (10-14) 

which is positive. Therefore, iL increases. When the switch is turned off, the inductor 
current iL circulates through the diode D2, and 

Ion < I < Ts (10-15) 

+ 

.'igure 10-10 Idealized forward converter. 
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which is negative and therefore causes iL to decrease linearly. Equating the integral of the 
inductor voltage over one time period to zero using Eqs. 10-14 and 10-15 yields 

Va N2 
-=-D 
Vd NI 

(10-16) 

Equation 10-16 shows that the voltage ratio in the forward converter is proportional to the 
switch duty ratio D, similar to the step-down converter. Another way to obtain the voltage 
ratio is to equate the average value of Vai (defined in Fig. 1O-11b) over one time period 
to Va' recognizing that the average value of VL is zero. 

In a practical forward converter, the transformer magnetizing current must be taken 
into consideration for a proper converter operation. Otherwise, the stored energy in the 
transformer core would result in converter failure. An approach that allows the trans­
former magnetic energy to be recovered and fed back to the input supply is shown in Fig. 
1O-11a. It requires a third demagnetizing winding. Figure 1O-11b shows the transformer 
in terms of its equivalent circuit, with the leakage inductances neglected. When the switch 
is on, 

O<I<lon (10-17) 

and im increases linearly from zero to 1m as shown in Fig. 1O-11c. When the switch is 
turned off, i l = -im • With the current directions shown in Fig. 1O-llb, Nli l + N3i3 = 
N2i2• Because of D I , i2 = 0 and therefore 

. N I • 

13 = N3'm (10-18) 

which flows through D3 into the input dc supply. During the time interval 1m in Fig. 
1O-11c when i3 is flowing, the voltage across the transformer primary as well as Lm is 

NI 
VI = --Vd 

N3 
Ion < I < Ion + 1m (10-19) 

Once the transformer demagnetizes, im = 0 and VI = O. The time interval 1m can be 
obtained by recognizing that the time integral of voltage VI across Lm must be zero over 
one time period. Using Eqs. 10-17 and 10-19, 

1m N3 
-=-D 
T. NI 

(10-20) 

If the transformer is to be totally demagnetized before the next cycle begins, the 
maximum value ImlTs can attain is 1 - D. Therefore, using Eq. 10-20, the maximum duty 
ratio Dmax with a given turns ratio N31NI is 

or 

(10-21) 

The foregoing analysis shows that with an equal number of turns for the primary and the 
demagnetizing windings (NI = N3 , a common practice), the maximum duty ratio in such 
converters is limited to 0.5. 

Note that since a large voltage isolation requirement does not exist between the 
primary and the demagnetizing windings, these two can be wound bifilar, in order to 
minimize the leakage inductance between the two windings. The demagnetizing winding 
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Figure t 0-11 Practical forward converter. 

requires a much smaller size of wire, since it has to carry only the demagnetizing current. 
It should be noted that when the transformer magnetizing inductance is included, the 
voltage transformation ratio VolVd remains the same as given by Eq. 10-16, which was 
derived by assuming an ideal transformer. Instead of using a third demagnetizing wind­
ing, the energy in the core can be dissipated in the zener diode connected across the 
switch. 



314 CHAPTER 10 SWITCHING de POWER SUPPLIES 

10-4-3-1 Other Forward Converter Topologies 

Some of the common modifications of the forward converter topologies are shown in 
Fig. 10-12. 

Two-Switch Forward Converter As is shown in Fig. 1O-12a, the two switches are 
turned on and off simultaneously. The voltage rating of each of the switches is one-half 
of that in a single-switch topology. More significantly, when the switches are off, the 
magnetizing current flows into the input supply through the diodes, thus eliminating the 
need for a separate demagnetizing winding or snubbers. 

Paralleling Forward Converters The same advantages can be gained by paralleling 
two or more forward converters as those discussed in the flyback converter section. 
Figure 1O-12b shows two forward converters in parallel whose switches are sequenced 
to tum on a half-time period apart from one another. At the output, a common filter 
can be used, thus significantly reducing the size of the output filter capacitor and 
inductor (see Problem 10-7). 

+ 

(a) 

• 

+ 

(b) 

Figure 10-12 Other topologies of forward converter: (a) two-switch 
forward converter; (b) parallelled forward converters. 
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10-4-4 PUSH-PULL CONVERTER (DERIVED FROM 
STEP-DOWN CONVERTER) 

Figure 1O-13a shows the circuit arrangement for a push-pull dc-dc converter where the 
push-pull inverter of Chapter 8 is used to produce a square-wave ac at the input of the 
high-frequency transfonner. The PWM switching scheme described by Fig. 10-5 is used 
to regulate the output voltage. A center-tapped secondary is used, which results in only 
one diode voltage drop on the secondary side. 

In Fig. 1O-13a, when TJ is on, DJ conducts and D2 gets reverse biased. This 
results in Voi = (N2INJ)Vd in Fig. 10-1317. Therefore, the voltage across the filter 
inductor is given as 

0< t < ton 

and iL through D J increases linearly as shown by Fig. 10-1317. 
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Figure 10-13 Push-pull converter. 

(10-22) 

10 -
+ 

Vo 
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During the interval !J. when both the switches are off, the inductor current splits 
equally between the two secondary half-windings and voi = O. Therefore, during 

Ion < I < Ion + !J., 

(10-23) 

and 

. . I. 'DJ = 'D2 = i'L (10-24) 

The next half-cycle consists of Ion (during which T2 is on) and the interval !J.. The 
wavefonns repeat with a period iTs and 

(10-25) 

Equating the time interval of the inductor voltage during one repetition period iTs to zero 
using Eqs. 10-22, 10-23, and 10-25 yields 

Vo N2 
-=2-D 
Vd NI 

0< D < 0.5 (10-26) 

where D = 10niTs is the duty ratio of switches I and 2 and the maximum value it can attain 
is 0.5 (in practice, to maintain a small blanking time to avoid turning both the switches 
on simultaneously, D should be kept smaller than 0.5). The average value of the v'" 
wavefonn in Fig. 1O-13b equals Vo' 

It should be noted that in the push-pull inverter of Chapter 8, the feedback diodes 
connected in antiparallel to the switches were required to carry the reactive current and 
their conduction interval depended inversely on the power factor of the output load. In the 
push-pull dc-dc converter, these antiparallel diodes shown dotted in Fig. 1O-13a are 
needed to provide a path for the current required due to leakage flux of the transfonner. 

In push-pull circuits, due to a slight and unavoidable difference in the switching 
times of two switches Tl and T2, there is always an imbalance between the peak values 
of the two switch currents. This imbalance can be eliminated by means of current-mode 
control of the converter, which is discussed later in this chapter. 

10-4-5 HALF-BRIDGE CONVERTER (DERIVED FROM 
STEP-DOWN CONVERTER) 

Figure 1O-14a shows a half-bridge dc-dc converter. As discussed in Chapter 8 in COD­

nection with the half-bridge inverters, the capacitors C I and C2 establish a voltage mid­
point between zero and the input dc voltage. The switches TI and T2 are turned on 
alternatively, each for an interval Ion. With TI on, Voi = (N2INI )(Vj2) as shown in Fig. 
1O-14b and, therefore, 

N2 Vd 
VL = NI "2 - Vo 0< I < Ion (10-27) 

During the interval !J., when both switches are off, the inductor current splits equally 
between the two secondary halves. Assuming ideal diodes, Voi = 0, and therefore, 

VL = - Vo Ion < I < Ion + !J. (10-28) 

In steady state, the wavefonns repeat with a period ~Ts and 

Ion + !J. = ~Ts (10-29) 
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Figure 10-14 Half-bridge dc-de converter. 

Equating the time integral of the inductor voltage during one repetition period to zero 
using Eqs. 10-27 through 10-29 yields 

Vo = N2D 
Vd Nt 

(10-30) 

where D tonlTs and 0 < D < 0.5. The average value Ofvoi in Fig. 10-14b equals Vo' 
The diodes in antiparallel with the switches Tt and T2 are used for switch protection, 

as in a push-pull converter. 

10-4-6 FULL-BRIDGE CONVERTER (DERIVED FROM 
STEP-DOWN CONVERTER) 

Figure 1O-15a shows a full-bridge converter where (Tit T2) and (T3 • T4) are switched as 
pairs alternatively at the selected switching frequency. When (Tt • T ~ or (T3• T4) are on. 
Voi :::;: (NIN1)Vd. as shown in Fig. 10-15b, and therefore 

0< t < ton (10-31) 
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Figure 10-15 Full-bridge converter. 

When both the switch pairs are off, the inductor current splits equally between the two 
secondary halves. Assuming ideal diodes, v 0; = 0 and therefore 

ton < t < ton + fl. (10-32) 

Equating the time integral of the inductor voltage over one time period to zero in steady 
state and recognizing that ton + fl. = iTs give 

Vo N2 - = 2-D (10-33) 
Vd N J 

where D = ton ITs and 0 < D < 0.5. In Fig. 1O-15b, the average value of Vo; equals Yo' 

The diodes connected in antiparallel to the switches (shown as dashed) provide a path 
to the current due to the energy associated with the primary-winding leakage inductance. 

Comparison of the full-bridge (FB) converter with the half-bridge (HB) converter for 
identical input and output voltages and power ratings requires the following turns ratio: 

(10-34) 

Neglecting the ripple in the current through the filter inductor at the output and assuming 
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the transfonner magnetizing current to be negligible in both circuits, the switch currents 
lsw are given by 

(10-35) 

In both converters, the input Vd appears across the switches; however, they are required 
to carry twice as much current in the half-bridge compared with the full-bridge converter. 
Therefore, in large power ratings, it may be advantageous to use a full-bridge over a 
half-bridge converter to reduce the number of paralleled devices in the switch. 

10-4-7 CURRENT-SOURCE de-de CONVERTERS 

The dc-dc converters (derived from the step-down converter topology) in the previous 
sections are supplied with a voltage at their input and, therefore, are voltage source 
converters. By inserting an inductor at the input of a push-pull circuit, as shown in Fig. 
10-16, and operating the switches at a duty ratio D of greater than 0.5, the converter is 
fed through a current source. Here D greater than 0.5 implies simultaneous conduction of 
the top switches, which was to be strictly avoided in the nonnal voltage source push-pull 
converter. 

When both switches are on, the voltage across each primary half-winding becomes 
zero. The input current id builds up linearly and the energy is stored in the input inductor. 
When only one of the two switches is conducting, the input voltage and the stored energy 
in the input inductor supply the output stage. Therefore, this circuit operates in a manner 
similar to the step-up converter of Chapter 7. 

In the continuous-current-conduction mode, its voltage transfer ratio can be derived 
to be (see Problem 10-9) 

D >0.5 (10-36) 

which is similar to the voltage transfer ratio of a step-up converter. 
Current-source converters have the disadvantage of having a low power-to-weight 

ratio compared to voltage-source converters. 

10-4-8 TRANSFORMER CORE SELECTION IN de-de CONVERTERS 
WITH ELECTRICAL ISOLATION 

It is desirable to have power transfonners that are small in weight and size and have low 
power losses. The motivation for using high switching frequencies is to reduce the size of 

• + 

id 
N2 -

+ Ld • 
N2 

v~ I Tl 

I 
Figure 10-16 Current source converter (D > 0.5). 
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the power transfonner and the filter components. If this benefit is to be realized, the power 
loss in the transfonner core should remain low even at high frequencies. 

Ferrite materials such as 3C8 are commonly used to build transfonner cores. Similar 
to Fig. 1O-4a, Fig. 1O-17a shows a typical B-H loop for such a material, where the 
maximum flux density Bm beyond which the saturation occurs is in a range of 0.2-0.4 
Wb/m2 and the remnant flux density Br is in a range of 0.1-0.2 Wb/m2

• In Fig. 1O-17b, 
the core loss per unit weight for several switching frequencies is plotted as a function of 
(M)max' where (M)max is the peak swing in the flux density around its average value 
during each cycle of the switching frequency Is. In general, the expression for the core loss 
per unit weight or per unit volume is given as 

Core loss density = k/~[(aB)max]b (10-37) 

where the exponents a and b, and the coefficient k depend on the type of material. 
A forward converter (with NI = N3 in Fig. 10-11a) is chosen as an example of the 

unidirectional core excitation, and a full-bridge converter is chosen to represent a bidi­
rectional core excitation. With a switch duty ratio of 0.5, the peak flux density excursions 
are calculated by using the wavefonns shown in Figs. 1O-18a and 1O-18b, where VI is 
voltage across the primary winding. In both the converters 

Vd 
(M)max = 4N

I
Ac!s (at D = 0.5) (10-38) 

where Ac is the cross-sectional area of the core and N I is the number of turns in the 
primary winding. In the forward converter with a unidirectional core excitation, wave­
fonns of Fig. 1O-18a and the B-H loop in Fig. 1O-4a dictate that 

In the full-bridge converter with a bidirectional core excitation 

(M)max < Bm 

(10-39a) 

(10-39b) 

Based on the foregoing discussion, the following conclusions can be reached regarding 
the desired core properties: 

1. A large value of maximum flux density Bm allows (M)max to be large and results 
in a small Ac in Eq. 10-38 and hence in a smaller core size. 

2. At switching frequencies below 100 kHz, for example, (M)max is limited by B".. 
Therefore, a higher switching frequency in Eq. 10-38 results in a smaller core 
area. However, at switching frequencies above 100 kHz, a smaller value of 
(M)max is chosen to limit the core losses given in Fig. 1O-17b. 

3. In a forward converter topology where the core is excited in only one direction, 
(M)max is limited by Bm - Br. Therefore, it is important to use a core with a low 
remnant flux density Br in such a topology unless a complex-core resetting mech­
anism is used. In practice, a small air gap is introduced in the core that linearizes 
the core characteristic and significantly lowers Br (see Problem 10-11). 

In the converters with bidirectional core excitation topologies, the presence of an air 
gap prevents core saturation under start-up and transient conditions but does not prevent 
core saturation if there is a volt-second imbalance dUring the two half-cycles of operation 
(a volt-second imbalance implies that a dc voltage component is applied to the transformer 
core). In a practical implementation, there are several causes of such a volt-second 
imbalance, such as unequal conduction voltage drops and unequal switching times of the 
switches. The preferable way to avoid core saturation due to these practical limitations is 
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Figure 10-18 Core excitation: (a) forward converter, D = 0.5; (b) full-bridge converter, 
D = 0.5. 

to monitor switch currents, as is done in the current-mode control discussed in a later 
section in this chapter. Use of an appropriate control integrated circuit (IC) also eliminates 
saturation under start-up and transient conditions. The other way to prevent core satura­
tion due to voltage imbalance is to use a blocking capacitor in series with the primary 
winding of the half-bridge and the full-bridge inverters. The blocking capacitor should be 
chosen appropriately so that it is not too large as to be ineffective under transient con­
ditions and not too small to cause a large ac voltage drop across it under steady-state 
operating condition. In the push-pull converters, the current-mode control is used to 
prevent the switch currents from becoming unequal. 

In the core of a two-winding inductor of a flyback converter, an air gap must be 
present to provide energy storage capability. In the presence of this air gap, which is 
larger than that in the previous topologies, the remnant flux density Br is essentially zero 
and the B-H characteristic becomes essentially linear. 

The amount of inductance needed to operate only in the discontinuous mode (com­
plete demagnetization mode) can be calculated from the given converter voltages and the 
switching frequency (see the problems at the end of the chapter). 

10-5 CONTROL OF SWITCH-MODE de POWER SUPPLIES 

The output voltages of dc power supplies are regulated to be within a specified tolerance 
band (e.g., ± I % around its nominal value) in response to changes in the output load and 
the input line voltages. This is accomplished by using a negative-feedback control system, 
shown in Fig. IO-19a, where the converter output v 0 is compared with its reference value 
Vo,ref' The error amplifier produces the control voltage v c' which is used to adjust the duty 
ratio d of the switch(es) in the converter. 

If the power stage of the switch-mode converter in Fig, IO-19a can be linearized, then 
the Nyquist stability criterion and the Bode plots can be used to determine the appropriate 
compensation in the feedback loop for the desired steady-state and transient responses. 
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Figure 10-19 Voltage regulation: (a) feedback control system; (b) linearized feedback 
control system. 

Middlebrook, Cl1k, and their colleagues at the California Institute of Technology [10] 
have developed a state-space averaging technique that results in a linear model of the 
power stage including the output filter in Fig. 1O-19a for small ac signals, linearized 
around a steady-state dc operating point. Similarly, the PWM controller in Fig. 1O-19a 
can be linearized around a steady-state operating point. Therefore, each block in Fig. 
1O-19a can be represented by a transferfunction as shown in Fig. 1O-19b, where the small 
ac signals are represented by "-." 

Another method to linearize the circuit is to use an average model of the PWM switch 
[see references 11 and 12]. 

10-5-1 LINEARIZATION OF THE POWER STAGE INCLUDING THE 
OUTPUT FILTER USING STATE-SPACE AVERAGING TO 
OBTAIN vo(s)/d(s) 

The goal of the following analysis is to obtain a small signal transfer function vo(s)/ 
d(s), where Vo and d are small perturbations in the output voltage Vo and the switch duty 
ratio d, respectively, around their steady-state dc operating values Vo and D. Only a 
converter operating in a continuous-conduction mode is discussed. TIle procedure is as 
follows: 

Step I State-Variable Description for Each Circuit State. In a converter op­
erating in a continuous-conduction mode, there are two circuit states: one state 
corresponds to when the switch is on and the other to when the switch is off. A 
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third circuit state exists during the discontinuous interval, which is not consid­
ered in the following analysis because of the assumption of a continuous-con­
duction mode of operation. 

During each circuit state, the linear circuit is described by means of the state-variable 
vector x consisting of the inductor current and the capacitor voltage. In the circuit de­
scription, the parasitic elements such as the resistance of the filter inductor and the 
equivalent series resistance (ESR) of the filter capacitor should also be included. Here Vd 

is the input voltage. A lowercase letter is used to represent a variable, which includes its 
steady-state dc value plus a small ac perturbation, for example, Vo = Vo + vo' Therefore, 
during each circuit state, we can write the following state equations: 

(10-40) 

and 

(10-41) 

where Al and A2 are state matrices and BI and B2 are vectors. 
The output v 0 in all converters can be described in terms of their state variables alone 

as 

Vo = Clx during d . Ts (10-42) 

and 

Vo = C2x during (I - d) . Ts 

where C I and C2 are transposed vectors. 

(10-43) 

and 

and 

Step 2 Averaging the State-Variable Description Using the Duty Ratio d. To 
produce an average description of the circuit over a switching period, the equa­
tions corresponding to the two foregoing states are time weighted and averaged, 
resulting in the following equations: 

x = [Aid + A2(1 - d)]x + [Bid + B2(1 - d)]Vd (10-44) 

(10-45) 

Step 3 Introducing SmaIl ac Perturbations and Separation into ac and de 
Components. Small ac perturbations, represented by "-", are introduced in 
the dc steady-state quantities (which are represented by the uppercase letters). 
Therefore, 

x = X + i 

d=D+d 

(10-46) 

(10-47) 

(10-48) 

In general, Vd = Vd + Vd' However, in view of our goal to obtain the transfer function 
between voltage Vo and the duty ratio d, the perturbation Vd is assumed to be zero in the 
input voltage to simplify our analysis. Therefore 

(10-49) 
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Using Eqs. 10-46 through 10-49 in Eqs. 10-44 and recognizing that in steady state, X= 
0, 

i = AX + BVd + Ai + [(A, - A2)X + (B, - B2)Vd]d 

+ tenns containing products of x and d (to be neglected) 
(10-50) 

where 

(10-51) 

and 

(10-52) 

The steady-state equation can be obtained from Eq. 10-50 by setting all the pertur­
bation tenns and their time derivatives to zero. Therefore, the steady-state equation is 

AX + BVd = 0 

and therefore in Eq. 10-50 

i = Ai + [(A, - A2)X + (B, - B2)Vd]d 

Similarly, using Eqs. 10-46 through 10-49 in Eq. 10-45 results in 

Vo + Vo = CX + Cx + [(C, - C2)X]d 

where 

C = C,D + C2(1 - D) 

In Eq. 10-55, the steady-state output voltage is given as 

Vo = CX 

and therefore, 

(10-53) 

(10-54) 

(10-55) 

(10-56) 

(10-57) 

Vo = Cx + [(C, - C2)X]d (10-58) 

Using Eqs. 10-53 and 10-57, the steady-state dc voltage transfer function is 

or 

Vo = -CA -'B (10-59) 
Vd 

Step 4 Transformation of the ae Equations into s-Domain to Solve for the 
Transfer Function. Equations 10-54 and 10-58 consist of the ac perturbations. 
Using Laplace transfonnation in Eq. 10-54, 

si(s) = Ai(s) + [(A, - A2)X + (B, - B2)Vd]d(s) (10-60) 

(10-61) 

where I is a unity matrix. Using a Laplace transfonnation in Eq. 10-58 and expressing x(s) 

in tenns of d(s) from Eq. 10-61 results in the desired transfer function Tp(s) of the power 
stages: 
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• Example 10-1 Obtain the transfer function vo(s)ld(s) in a forward converter 
operating in a continuous-conduction mode. Assume NlIN2 = I for simplicity. 

Solution A forward converter is redrawn in Fig. 1O-2Oa and the circuit states with 
the switch on and the switch off are shown in Figs. 1O-20b and 1O-20c, respectively. Here 
rL is inductor resistance, rc is the equivalent series resistance of the capacitor, and R is the 
load resistance. 

Let Xl and X2 be as shown in Fig. 10-20. Then, in the circuit of Fig. 1O-20b with the 
switch on, 

and 

-X2 - Crcx2 + R(XI - CX2) = 0 

In matrix form, these two equations can be written as 

Rrc + RrL + rcrL 

L(R + rc) 
R 

Comparing this equation with Eq. 10-40 yields 

1 : 1 

+ [ 
Vd 

%1 -
+ rL L 

Vd 

A, ~ [ 

Rrc + RrL + reTe. 

L(R + rc) 
R 

%1 -

f 
~ 

rL L 

~,!: 
(a) 

(%1 - C;2l -
rc + 

R va 

+ 
%2 

R 

Rf:· 

+ rL 

Vd = 0 

L 

Vd = 8 V 

Va = 5 V 

(10-63) 

(10-64) 

(10-65) 

(10-66) 

rL = 20 rna 
L = 5"H 
rc = 10 rna 
C = 2,ooo"F 
R = 200 rna 
f. = 200 kHz 

+ 
%2 

-

(b) (c) 

Figure 10-20 Forward converter: (a) circuit; (b) switch on; (c) switch off. 
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and 

(10-67) 

The state equation for the circuit of Fig. 10-2Oe with the switch off can be written by 
observation, noting that the circuit of Fig. 1O-2Oc is exactly the same as the circuit of Fig. 
1O-20b with Vd set to zero. Therefore, in Eq. 10-41, 

and 

The output voltage in both the circuit states is given as 

Vo :::: R(xi - CX2) 

Rre R 
=--XI +--X2 

R + re R + re 

= [R ~cre R: rJ [~:] (using X2 from Eq. 10-64) 

Therefore, in Eqs. 10-42 and 10-43 

[ 
Rre R] CI =C2 = -- -­

R + re R + re 

Now, the following averaged matrices and vector can be obtained: 

and 

A = Al (from Eqs. 10-51 and 10-68) 

B = BID (from Eqs. 10-52 and 10-69) 

C = C I (from Eqs. 10-56 and 10-71) 

Model Simplification 

In all practical circuits, 

R::> (re + rd 

Therefore, A and C are simplified as 

[ 

re + rL 1] --- --
L L 

Az = 1 1 
- --C CR 

C = C I = C2 (rei] 

and B remains unaffected as 

(10-68) 

(10-69) 

(10-70) 

(10-71) 

(lO-72) 

(10-73) 

(10-74) 

(10-75) 

(10-76) 

(10-77) 

(10-78) 



328 CHAPTER 10 SWITCHING de POWER SUPPLIES 

where B2 = O. From Eq. 10-76, 

A-I _ LC -CR 

[ 

1 

- 1 + (rc + rd/R -b (10-79) 

Using Eqs. 10-76 through 10-79 in Eq. 10-59, the steady-state dc voltage transfer func­
tion is 

Vo R + rc 
-=D =D 
Vd R + (rc + rd 

(10-80) 

Similarly, using Eqs. 10-76 through 10-79 in Eq. 10-62 yields 

T (s) = vo(s) = Vd 1 + srcC 

p d(s) LC{~+s[I/CR+(rc+rL)/L1+ lILC} 
(10-81) 

The terms in the curly brackets in the denominator of Eq. 10-81 are of the form s2 + 
2~ooos + 005, where 

and 

1 
000 = ViC 

IICR + (rc + rd/L 
~ = 2000 

(10-82) 

(10-83) 

Therefore, from Eq. 10-81 the transfer function Tis) of the power stage and the output 
filter can be written as 

Vo(s) 005 s + ooz 
Tp(s) = -_ - = Vd- 2 2 

d(s) ooz s + 2~ooos + 000 
(10-84) 

where a zero is introduced due to the equivalent series resistance of the output capacitor 
at the frequency 

(10-85) 

Figure 10-21 shows the Bode plot for the transfer function in Eq. 10-84 using the 
numerical values given in Fig. 1O-20a. It shows that the transfer function has a fixed gain 
and a minimal phase shift at low frequencies. Beyond the resonant frequency 000 = 
VIILC of the LC output filter, the gain begins to fall with a slope of -40 dB/decade and 
the phase tends toward -180°. At frequencies beyond OOz' the gain falls with a slope of 
-20 dB/decade and the phase angle tends toward -90°. The gain plot shifts vertically 
with Vd but the phase plot is not affected. • 

In the flyback converter operating in a continuous mode, the transfer function is a 
nonlinear function f(D) of the duty ratio D and is given as 

vo(s) (1 + s/oozd(l - s/ood 
d(s) = Vdf(D) a~ + bs + c (10-86) 
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Figure 10-21 (a) Gain plot of the forward converter in Fig. 10-20a. 
(b) Phase plot of the forward converter in Fig. 10-20a. 

where the zero wz2 in the transfer function appears in right half of the s plane. The 
frequency of the right-half-plane zero depends on the load resistance and the effective 
value of the filter inductance, where the effective value of the filter inductance is the filter 
inductance times a nonlinear function of the steady-state dc duty ratio D. A Bode plot of 
such a transfer function is drawn in Figs. 1O-22a and 10-22b. Unlike the transfer function 
of the converters derived from step-down converters and discussed earlier, the gain at low 
frequencies is a nonlinear function of the dc operating point (i.e., of Vd). Also the 
frequency at which the gain falls with a slope of -40 dB/decade depends on the dc 
operating point. The phase associated with this gain slope tends toward -180". Assuming 
that wz2 > w zl, at frequencies beyond the frequency wzl of the left-balf-plane zero caused 
by the equivalent series resistance of the capacitor, the gain falls with a slope of -20 
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Figure 10-22 (a) Gain plot for a flyback converter. (b) Phase 
plot for a flyback converter. 

Vo(s) = 13.33 x 106 (1 + S/Wz)(1-SIWz2) 

des) r+2~wos+w~ 

where 

Wz2 = 4.44x l(f Wo = 785.6 ~ = 0.012 

106 

106 

dB/decade and the phase angle tends toward -90°. At frequencies beyond the frequency 
00,2 of the right-half-plane zero, the grain curve flattens out but the phase angle begins to 
decrease again. The additional phase lag introduced by the right-half-plane zero must be 
considered in designing the compensation of such a system to provide enough gain and 
phase margins. 
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The presence of the right-half zero can be explained by noting that in a ftyback 
converter operating in a continuous mode, if the duty ratio d is increased instantaneously, 
the output voltage decreases momentarily because the inductor current has not had the 
time to increase, but the time interval (1 - d)Ts during which the inductor transfers 
energy to the output stage has been suddenly decreased. This initial decline in the output 
voltage with the increase in d is opposite of what eventually takes place. This effect results 
in a zero in the right-half plane, which introduces phase lag in the transfer function 
vo(s)/d(s). 

In a ftyback converter operating in a discontinuous mode, the foregoing effect does 
not occur and the output voltage always increases with the increased duty ratio. Therefore, 
in the discontinuous mode of operation, the right-half-plane zero in the transfer function 
of Eq. 10-86 does not exist; thus, compensating the feedback loop to provide enough gain 
and phase margins is simpler. 

10-5-2 TRANSI<'ER FUNCTION d(s)/vc(s) OF THE DIRECT DUTY RATIO 
PULSE-WIDTH MODULATOR 

In the direct duty ratio pulse-width modulator, the control voltage vc(t) , which is the 
output of the error amplifier, is compared with a repetitive waveform vr(t), which estab­
lishes the switching frequency is, as shown in Fig. 1O-23a. The control voltage vc(t) 
consists of a dc component and a small ac perturbation component 

(10-87) 

where vc(t) is in a range between zero and Vn as shown in Fig. 1O-23a. Here vc(t) is a 
sinusoidal ac perturbation in the control voltage at a frequency w, where w is much 
smaller than the switching frequency Ws (=21Tis). The ac perturbation in the control 
voltage can be expressed as 

iAt) = a sin(wt - <1» 

by means of an amplitude a and an arbitrary phase angle <1>. 

In Fig. 1O-23b, the instantaneous switch duty ratio d(t) is as follows: 

d(t) = {1.0 !fvc(t) ~ vr<t) 
o If vc(t) < vr(t) 

(b) 

Figure 10-23 Pulse-width modulator. 

(10-88) 

(10-89) 
(10-90) 
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Similar to the analysis of sinusoidal PWM carried out in Chapter 8, d(t) in Fig. 
1O-23b can be expressed in terms of the Fourier series as 

Vc a 
d(t) = -:;:- + -:;:-sin(wt - 4» + other high-frequency components (10-91) 

Vr Vr 

The higher frequency components in the output voltage va due to the high-frequency 
components in d(t) are eliminated because of the low-pass filter at the output of the 
converter. Therefore, the high-frequency components in Eq. 10-91 can be ignored. In 
terms of its dc value and its ac perturbation 

d(t) = D + d(t) (10-92) 

Comparing Eqs. 10-91 and 10-92 yields 

(10-93) 

and 

- a 
d(t) = -:;:-sin(wt - 4» 

Vr 
(10-94) 

From Eqs. 10-88 and 10-94, the transfer function Tm(s) of the modulator is given by 

(10-95) 

Therefore, the theoretical transfer function of the pulse-width modulator is surprisingly 
simple, without any time delays. However, the time delay associated with the comparator 
can lead to a delay in the modulator response . 

• Example 10-2 In practice, the transfer function of the modulator may not have 
to be calculated from Eq. 10-95. Figure 10-24 shows the approximate transfer function of 
a commonly used PWM integrated circuit, supplied as a part of the data sheets, in terms 
of the duty ratio d as a function of the control voltage vc. where Vc is the output of the eITOl" 
amplifier. 

~ 
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0 

Calculate the transfer function d(s)/vc(s) for this PWM integrated circuit. 
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Figure 10-24 Pulse-width modulator 
transfer function. 
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Solution For this particular modulator, the duty ratio d increases from 0 (at Vc = 0.8 
V) to 0.95 (at Vc = 3.6 V). Therefore, the slope of the transfer function in Fig. 10-24 is 
equal to the transfer function of this modulator: 

d(s) !u1 
-=-
vc(s) ~vc 

0.95 - 0 
= 3.6 - 0.8 = 0.34 (10-96) 

With this modulator, the transfer function between v 0 and the control voltage v c can 
be obtained as 

(10-97) 

The gain plot of the transfer function vo(s)lVc(s) can be obtained by adjusting the gain 
curve in the Bode plot of Fig. 1O-21a or Fig. 10-220 to account for a constant gain of 0.34 
(=-9.37 dB) of the modulator. Assuming zero delay in the modulator, the phase plot of 
vo(s)lVc(s) is the same as that of vo(s)ld(s). • 

10-5-3 COMPENSATION OF THE FEEDBACK SYSTEM USING A 
DIRECT DUTY RATIO PULSE-WIDTH MODULATOR 

In the switch-mode power supply shown in Fig. 1O-19b, the overall open-loop transfer 
function is 

Tods) = T\(s)Tc(s) 

where T\(s) is as given by Eq. 10-97 and 

Tc(s) = transfer function of compensated error amplifier 

(10-98) 

(10-99) 

For a given T\(s), the transfer function of the compensated error amplifier Tc(s) must be 
properly tailored so that T ods) meets the performance requirements expected of the 
power supply. Some of the desired characteristics of the open-loop transfer function 
T ods) are as follows: 

1. The gain at low frequencies should be high to minimize the steady-state error in 
the power supply output. 

2. The crossover frequency is the frequency at which the gain of TOL(s) falls to 1.0 
(0 dB), as shown in Fig. 10-25. This crossover frequency Wcross should be as high 
as possible but approximately an order of magnitude below the switching fre­
quency to allow the power supply to respond quickly to the transients, such as a 
sudden change of load. 

3. The phase margin (PM) is defined by means of Fig. 10-25 as 

PM = <l>OL + 180° (10-100) 

where <l>OL is the phase angle of T OL(S) at the crossover frequency and is negative. 
The phase margin, which should be a positive quantity in Eq. 10-100, determines 
the transient response of the output voltage in response to sudden changes in the 
load and the input voltage. A phase margin in a range of 45°_60° is desirable. 



334 CHAPTER 10 SWITCHING de POWER SUPPLIES 

Gain = 20 IClI 1 TOL U",)I 
(dB) 

Gain 

Phase "OL in dlllrees 

I:) 1-.-------.:lII~..::.:...1:__--y (-1800
) 

de 

Figu~e 10-25 Gain and phase 
margms. 

To meet these requirements simultaneously, a general error amplifier is shown in Fig. 
10-26, where the amplifier can be assumed to be ideal. One of the inputs to the amplifier 
is the output voltage v 0 of the converter; the other input is the desired (reference) value V ref 

of Vo. The output of the error amplifier is the control voltage Vc. In terms of Zj and Zfin 
Fig. 10-26, the transfer function between the input and the output perturbations can be 
obtained as 

(l0-1Ol) 

where Tis) is as defined in Fig. 1O-19b. 
One of the options in the selection of Tc(s) is to introduce a pole-zero pair in additima 

to a pole at the origin so that Tc(s) is of the form 

(10-102) 

where A is positive and Wz < wp. In Eq. 10-102, due to the pole at the origin, the pbalc 
of Tc(s) starts with -90°, as shown in Fig. 1O-27a. The presence of the zero causes Ibc 
phase angle to increase (or in other words provides a "boost") to be something greaIa" 
than -90°. Eventually, because of the pole at wP' the phase angle of Tc(s) comes bact 
down to -90°. The gain plot is also shown in Fig. 1O-27a. The parameters in Eq. 10-102 
can be chosen such that the minimum phase lag in Tc(s) occurs at the specified (desired) 
crossover frequency of the overall open-loop transfer function TOL(s). 

v. = v. + v. 
the 

(con....ner output 
in"'-.8-19.) 

z, 

Figure 10-26 A general compensated error amplifier. 
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Figure 10-27 Error amplifier. 
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(b) 

The transfer function in Eq. 10-102 can be realized by means of the amplifier network 
shown in Fig. 1O-27b, where 

1 s + Wz T (s) = - ----.;=--
c R)C2 s(s + wp ) 

(10-103) 

1 
Wz = R

2
C

1 
(10-104) 

C1 + C2 
W = 

p R2C]C2 
(10-105) 

A step-by-step explanation that is easy to follow in the selection of the foregoing param­
eters has been provided in reference 16 using a K-factor approach. This procedure sug­
gests that as a first-step, the crossover frequency wcross ' where IToL(s)1 would equal 0 dB, 
should be selected. This crossover frequency also defines the frequency in Fig. 1O-27a, 
where the minimum phase lag occurs in the transfer function of Tc(s). The K factor is used 
such that in the transfer function Tc(s) of Eq. 10-103 

Wcross 
W =-­

z K (10-106) 

(10-107) 

It is shown in reference 16 that Kin Eqs. 10-106 and 10-107 is related to the boost 
(defined in Fig. 1O-27a) in the following manner: 

(
boost) K = tan 45° + -2- (10-108) 

Therefore, the next step is to define the phase margin (PM) and, hence, the boost needed 
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from the error amplifier at the crossover frequency to calculate K in Eqs. 10-106 and 
10-107. From the definition of phase margin in Eq. 10-100 

PM = 180° + <1>1 + <l>c (10-109) 

where <l>c is the phase angle of Tc(s) at the crossover frequency. From Eq. 10-97 

(10-110) 

where <1>1 is the phase angle of T1(s), <l>is) is the phase angle of the power stage Tis), and 
<l>m(s) is the phase angle (if any) of the modulator Tm(s). From the phase plot of the 
transfer function Tc(s) shown in Fig. 1O-27a 

<l>c = -90° + boost (10-111) 

From Eqs. 10-109 and 10-111, 

boost = PM - <1>1 - 90° (10-112) 

Therefore, once the phase margin (usually in a range of 45°_60°) is chosen, the boost is 
defined from Eq. 10-112 where <1>1 (assuming <l>m to be zero) can be obtained from Fig. 
1O-2lb or Fig. 1O-22b at the frequency chosen to be the crossover frequency. Knowing 
the boost, K can be calculated from Eq. 10-108. 

The next step in the design procedure is to ensure that the gain GOL of the overall 
open-loop is equal to 1 (i.e., GOL = IT ods)1 = 1) at the chosen crossover frequency. This 
requires that from Eq. 10-98, the gain Gc of the compensated error amplifier at Weross be 
as follows: 

GAat weross) == G ( ) 
1 at Weross 

(10-113) 

where G1 is the magnitude IT1Uwcross)1 of the transfer function T1(s) = Tis)T m(s) at 
weross. Therefore, at W = Weross ' from Eq. 10-113 and by the substitution of Eqs. 1O-1()4 
through 10-107 into Eq. 10-103, 

(10-114) 

In the circuit of Fig. 1O-27b, RI is chosen arbitrarily and the rest of the circuit 
parameters can be calculated as follows from the K-factor procedure outlined before using 
Eqs. 10-104 through 10-107 and Eq. 10-114, 

C1 == C2(K2 - 1) 

K 
R 2 == -:-=---,­

(CIWeross) 

(10-115) 

(10-116) 

(10-117) 

For the converters, such as a ftyback converter operating in a continuous mode, it 
may be necessary to use an error amplifier that has two pairs of poles and zeros in addition 
to the pole at the origin for a proper compensation. 

10-5-4 VOLTAGE FEED-FORWARD PWM CONTROL 

In the direct duty ratio PWM control discussed in the previous two sections, if the input 
voltage changes, an error is produced in the output voltage, which eventually gets COf-
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rected by the feedback control. This results in a slow dynamic performance in regulating 
the output in response to the changes in input voltage. 

If the duty ratio could be adjusted directly to accommodate the change in the input 
voltage, then the converter output would remain unchanged. This can be accomplished by 
feeding the input voltage level to the PWM Ie. The PWM switching strategy here is very 
similar to the one discussed in connection with the direct duty ratio PWM control except 
for one difference: the ramp (and, hence, the peak) of the sawtooth waveform does not 
stay constant but varies in direct proportion to the input voltage, as shown in Fig. 10-28. 
This shows how an increased input voltage (hence, increased Vr ) results in a decreased 
duty ratio, shown by dashed curves in Fig. 10-28. This type of control in step-down 
derived converters (e.g., forward converters) results in iio(s)/iid(S) equal to zero and hence 
in an excellent inherent regulation for the changes in the input voltage. The same is true 
for a fly back converter operating in a complete demagnetization mode. 

If this voltage feed-forward is implemented in a double-ended power supply (like 
push-pull, half-bridge, full bridge), then care must be taken to provide a dynamic 
volt-time balance so that the on times of the two switches are kept equal on a dynamic 
basis to prevent the saturation of the high-frequency isolation transformer. 

10-5-5 CURRENT-MODE CONTROL 

The PWM direct duty ratio control discussed so far is shown in Fig. 1O-29a, where the 
control voltage Vc (amplified error signal between the actual output and the reference) 
controls the duty ratio of the switch by comparing the control voltage with a fixed­
frequency sawtooth waveform. This control of the switch duty ratio adjusts the voltage 
across the inductor and hence the inductor current (which feeds the output stage) and 
eventually brings the output voltage to its reference value. 

In a current-mode control, an additional inner control loop is used as shown in Fig. 
1O-29b, where the control voltage Vc directly controls the output inductor current that 
feeds the output stage and thus the output voltage. Ideally, the control voltage should act 
to directly control the average value of the inductor current for the fastest response, 
though, as we will see later, various types of current-mode controls tend to accomplish 
this differently. The fact that the current feeding the output stage is controlled directly in 
a current-mode control has a profound effect on the dynamic behavior of the negative­
feedback control loop. 
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Figure 10-28 Voltage feed-forward: effect on duty ratio. 
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Figure 10-29 PWM duty ratio versus current-mode control: (a) PWM duty ratio control; 
(b) current-mode control. 

There are three basic types of current-mode controls: 

1. Tolerance band control 

2. Constant-"off"-time control 

3. Constant-frequency control with tum-on at clock time 

In all these types of controls, either the inductor current or the switch current, which is 
proportional to the output inductor current, is measured and compared with the control 
voltage. 

In the tolerance band control, the control voltage v c dictates the average value of the 
inductor current as shown in Fig. 1O-30a. The term Il.IL is a design parameter. The 
switching frequency depends on Il.ILo the converter parameters, and the operating c0n­

ditions. This direct control over the average value of iL is a very desirable feature of this 
type of control. However, this scheme works well only in the continuous-current-cOD­
duction mode. Otherwise, in the discontinuous-current-conduction mode, the inductor 
current becomes zero (though ~Il.IL would actually be demanding a negative iLo which is 
not possible). If the controller is not designed to handle this discontinuous current whea 
iL is zero and iL being demanded by the controller is negative, the switch will never tum 
on and the inductor current will decay to zero. 

In the constant-off-time control, the control voltage dictates fLo as is shown in Fig. 
1O-30b. Once iL is reached, the switch turns off for a fixed (constant) off time, which is 
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Figure 10-30 Three types of current-mode control: (a) tolerance band 
control; (b) constant-off-time control; (c) constant frequency with tum­
on at clock time. 

a design parameter. Here also, the switching frequency is not fixed and depends on the 
converter parameters and its operating condition. 

The constant-frequency control with a turn-on at clock time is thus far the most 
common type of current-mode control. Here, the switch is turned on at the beginning of 
each constant-frequency switching time period. The control voltage dictates iL and the 
instant at which the switch is turned off, as shown in Fig. to-30c. The switch remains off 
until the beginning of the next switching cycle. A constant switching frequency makes it 
easier to design the output filter. 

In the current-mode control in practice, a slope compensation is added to the control 
voltage, as shown in Fig. 10-31, to provide stability, to prevent subhannonic oscillations, 
and to provide a feed-forward property. Figure 10-31 shows the wavefonns for a forward 
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Iligure 10-31 Slope compensation in current-mode control (D2 is smaller for a 
higher input voltage with a constant Va). 

converter of the type shown in Fig. 1O-29b, where the slope of the slope compensation 
waveform is one-half of the slope of the inductor current when the switch is off. With 
given input and output voltages, the duty ratio is D, and the waveform of the inductor 
current iL is shown by the solid lines. If the input voltage is increased but the output 
voltage is to remain unaffected, the duty ratio decreases to D2 and the inductor current 
waveform is shown by dashed lines. The average value of the inductor current, which 
equals the load current, remains the same in both cases in spite of a change in the input 
voltage. This shows the voltage feed-forward property of the current-mode control with 
a proper slope compensation. 

The current-mode control has several advantages over the conventional direct duty 
ratio PWM control: 

I. It Limits peak switch current. Since either the switch current is directly measured 
or the current is measured somewhere in the circuit (like through the output 
inductor) where it represents the switch current without delay, the peak value or 
the switch current can be limited by simply putting an upper limit on the control 
voltage. This can be easily accomplished in the controllers that control iL . 

2. It removes one poLe (corresponding to the output filter inductor) from the 
control-to-output transfer function vO<s)/vC<s) , thus simplifying the compensa­
tion in the negative-feedback system, especially in the presence of the right­
half-plane zero. 

3. It allows a moduLar design of power supplies by equal current sharing wileR 
several power supplies can be operated in parallel and provide equal currents, if 
the same control voltage is fed to all the modules. 

4. It results in a symmetricaL flux excursion in a push-pull converter, thus elimi­
nating the problem of transformer core saturation. 

5. It provides input voLtage feed{orward. As shown by Fig. 10-31, an input voltage 
feed-forward is automatically accomplished, resulting in an excellent rejection or 
input line transients. 
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10-5-6 DIGITAL PULSE-WIDTH MODULATION CONfROL 

In recent years, there has been an ongoing attempt to implement the foregoing types of 
controls by means of digital controllers. The main advantages of a digital approach over 
its analog counterpart are (I) its lower sensitivity to the changes in the environment such 
as temperature, supply voltage fluctuations, aging of components, and so on, and (2) 
possibility of a lower parts count, thus improving the supply reliability. A proportional­
integral-differential (PID) control can be implemented in hardware, software, or both to 
minimize the steady-state error and to yield a satisfactory transient response. 

10-6 POWER SUPPLY PROTECTION 

In addition to a stable control that provides appropriate steady-state and transient perfor­
mance, it is important that the control of the power supply also provide its protection 
against abnormal operating conditions. These protective control features are explained by 
means of a direct duty ratio PWM IC belonging to the 1524 family, which has been used 
in a large number of power supplies. 

The modulator UC1524A is an enhanced version of the original modulator. It can be 
used for switching frequencies of up to 500 kHz. The block diagram of the UC1524A is 
shown in Fig. 1O-32a. The internal reference circuit provides a regulated 5 V output (pin 
16) for the input supply voltage variations in a range of 8-40 V (pin 15). 

An error amplifier (a transconductance type) allows the measured output voltage of 
the power supply (connected to pin 1) to be compared to the reference or the desired 
output voltage (connected to pin 2) of the amplifier. An appropriate feedback network to 
provide compensation and the loop gain can be connected from the error amplifier output 
(pin 9) to the inverting input (pin 1). If a separate error amplifier with compensation, as 
discussed in Section 10-5-3, is used, then this error amplifier can be wired to be a 
noninverting amplifier with a unity gain. The parameters RT and CT (between pins 6 and 
7 to ground) determine the frequency of the oscillator, which produces a sawtooth wave­
form at pin 7. The oscillator frequency is determined as 

1.15 
Oscillator frequency (kHz) = RT (kO) X C

T 
(~F) (10-118) 

The sawtooth waveform is compared with the error amplifier output in a comparator to 
determine the duty ratio of the switches. The output of the oscillator (pin 3) is a narrow 
3.5-V clock pulse of a O.5-~s pulse width at a frequency determined by Eq. 10-118. 

This integrated circuit allows PWM control of push-pull and bridge (half and 
full) converters where two switches (or switch pairs) need to be controlled alterna­
tively. Comparison of the sawtooth waveform with the error amplifier output and the 
flip-flop (triggered by the oscillator clock pulse) and logic gates provide positive base 
drives alternatively to output switches A and B, which can be used to drive the power 
switches. One complete switching period requires two oscillator frequency cycles, and 
hence the switch operating frequency is one-half the oscillator frequency. The PWM 
latch ensures that only a single pulse is allowed to reach the appropriate output stage 
within each period. 

There is another significant function of the oscillator output clock pulse. As the 
switch duty ratio begins to approach 0.5, this narrow pulse ensures a blanking time 
between the turning off and the turning on of the converter switches (or switch pairs). The 
selection of CT determines the blanking time from 0.5 ~s to as large as 4 ~s. The 
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Figure 10-32 Pulse-width modulator UC1524A: (a) block diagram; (b) transfer 
function. (Courtesy of Unitrode Integrated Circuits Corp.) 

oscillator frequency is detennined by Eq. IO-118, by selecting Rr , whereas C r is selected 
to yield a desired blanking time. 

The transfer function between the duty ratio of one of the two outputs as a function 
of the input voltage at pin 9 (which is the output of the error amplifier internal to this IC) 
is shown in Fig. IO-32h. To control the single-switch converters (such as forward and 
flyback), both the Ie output switches A and B can be connected in parallel and the switch 
duty ratio can be as high as 0.95. 

Some of the protective features are explained in the following sections. 

10-6-1 SOFT START 

A soft start in switch-mode dc power supplies is provided by increasing the duty ratio and 
hence the output voltage slowly, subsequent to the input voltage switch-on. This can be 
provided by connecting a simple circuit to pin 9. 
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10-6-2 VOLTAGE PROTECTION 

Overvoltage and undervoltage protection can be incorporated by adding a few external 
components to the shut-down pin 10. 

10-6-3 CURRENT LIMITING 

For protection against overcurrent at the output, the circuit output current can be sensed 
by measuring the voltage across a sensing resistor. This voltage is applied across pins 4 
and 5. When this sensed voltage exceeds a temperature-compensated threshold of 200 
m V, the output of the error amplifier is pulled toward ground and linearly decreases the 
output pulse width. 

10-6-3-1 Foldback Current Limiting 

In a constant current-limited power supply, if the gain of the current-limiting stage is high, 
the supply Vo-Io characteristic can be as shown in Fig. 10-330, where once a critical value 
of current l limit is reached, 10 is not allowed to increase any more and the output voltage 
Vo depends on the load line. Therefore, a load resistance RI yields an output voltage Vol 
and a load resistance R2 yields V02' as shown in Fig. 10-330. Even with a complete short 
circuit across the output supply, the output current does not exceed the current limit (a 
design parameter) by any appreciable amount. This may be a requirement in a dc power 
supply, which may be used to supply a constant current and hold the output current to a 
specified value once the output load resistance decreases below a certain value. 

However, in many applications, the output current exceeding the critical value rep­
resents an abnormal load condition, and a foldback current limit is introduced where, as 
the load resistance decreases, the output current also decreases (along with the decreasing 
output voltage Vo ), as shown in Fig. 1O-33b. Here, in case of a short circuit across the 
output, the current will have a much smaller value IFB in comparison to Ilimit • The 
motivation for this foldback current limit is to reduce the current flowing through the 
supply unnecessarily and to bring it to a much smaller value under an abnormal load 
condition. Once the load recovers to its normal value, the supply once again begins to 
regulate Vo to its reference value. This foldback current limit can be implemented using 
a PWM controller such as that shown in Fig. 10-320. 
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Figure 10-33 Current limiting: (a) constant current limiting; 
(b) foldback current limiting. 
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10-7 ELECTRICAL ISOLATION IN THE FEEDBACK LOOP 

In an electrically isolated switching power supply, it is necessary to provide electrical 
isolation in the feedback path where the output voltage on the secondary side of the 
high-frequency power transformer is measured to control the power switches that are on 
the primary side of the high-frequency power transformer. Two options are presented in 
Figs. lO-34a and 1O-34h. 
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Figure 10-34 Electrical isolation in the feedback loop: (a) secondary-side control; 
(b) primary-side control. 
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In the secondary-side control shown in Fig. 1O-34a, the PWM controller, such as the 
UC1524A discussed earlier, is on the secondary side of the power transformer. Its supply 
(or bias) voltage is provided by a bias supply through an isolation transformer from the 
primary side. The signals to the switch driver circuit are provided through small signal 
transformers, thus maintaining isolation in the feedback loop. 

As an alternative, the primary-side control is shown in Fig. 10-34b, where the PWM 
controller is on the primary side along with the power switches. This requires electrical 
isolation between the output voltage error amplifier and the PWM controller. The advan­
tages of having the PWM controller on the same side of the switches are that it simplifies 
the interface with the switch driver circuit and it is possible to implement the input voltage 
feed forward control. 

One way to implement isolation in the control of Fig. 1O-34b is to use an optocoupler 
between the dc output of the error amplifier and the PWM controller. However, the 
optocoupler approach suffers from several drawbacks, namely, the stability of the opto­
coupler gain with temperature and time, thus making it difficult to guarantee the stability 
and the performance of the power supply. 

The other alternative in the primary-side control is to use an amplitude-modulated 
oscillator such as the UC1901 shown in Fig. 10-35. The high-frequency oscillator output 
is coupled through a small high-frequency signal transformer to a demodulator that sup­
plies the dc error voltage to the PWM controller. Reference 24 provides a detailed 
description of using such a feedback isolation technique. 

10-8 DESIGNING TO MEET THE POWER SUPPLY 
SPECIFICATIONS 

Power supplies have to meet several specifications. The considerations for meeting some 
of these specifications are discussed in the following sections. 

10-8-1 INPUT FILTER 

A simple low-pass filter such as a single-stage filter consisting of L and C as shown in Fig. 
10-36 may be used at the input to the switch-mode supply to improve its power factor of 
operation and to reduce the conducted EMI. From the energy efficiency standpoint, this 
filter should have as little power loss as possible. However, one must consider the 
possibility of oscillations in the presence of such a low-loss filter. 

A regulated switch-mode power supply appears as a negative resistance across the 
input filter capacitor. The reason for a negative resistance is the fact that with increasing 
input voltage, the input current decreases, since the output voltage is regulated, and 
hence, the output power and the input power do not change. Decreasing input current with 
an increasing input voltage implies a negative input resistance. 

L ______ --.J 
Input filter 

Figure 10-36 Input filter. 
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Power supply 
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If an adequate damping is not provided, a possibility of sustained oscillation exists. 
A useful design criterion requires that the resonant frequency of the input filter be a decade 
lower than the resonant frequency of the output filter to avoid interaction between the two. 
The input filter capacitor should be chosen to be as large as possible, and additional 
damping elements should be included. 

It is also possible to provide active waveshaping of the input current as described in 
Chapter 18, which results in an essentially harmonic-free current at a unity power factor. 

10-8-2 INPUf RECTIFIER BRIDGE 

To be able to operate from a nominal rms ac voltage of either 115 or 230 V, it is possible 
to use a voltage-doubler circuit such as that of Fig. 5-27, which was discussed in Chap­
ter 5. 

10-8-3 BULK CAPACITOR AND THE HOLD-UP TIME 

The dc link capacitor Cd' usually referred to as the bulk capacitor, reduces the voltage 
ripple in the input to the dc-dc converter. In addition, it also provides a hold-up time 
during which the regulated supply keeps on providing the regulated voltage output in the 
absence of the ac input voltage caused by a momentary power outage. The bulk capacitor 
Cd can be calculated as a function of the desired hold-up time: 

rated power output x hold-up time 
Cd = 2 x 2 2 (10-119) 

(Vd,nominal - Vd.min) X 11 

where Vd•min is chosen to be in the range of 60-75% of the nominal input voltage 
Vd,nominaI and 11 is the energy efficiency of the power supply. 

It should be noted that for a given capacitance, the capacitor volume is roughly 
proportional to the voltage rating, and the maximum energy storage capability is propor­
tional to the square of the voltage rating. This points out the significant advantage of 
switch-mode power supplies over linear power supplies, since energy storage in switch­
mode supplies is at a much higher voltage compared with linear power supplies. 

10-8-4 LIMITING INRUSH (SURGE) CURRENT AT INITIAL TURN-ON 

When the power switch to the supply is initially turned on, the bulk capacitor Cd initially 
appears effectively as a short circuit across the ac source, which may result in an unac­
ceptably large inrush current. To limit this inrush current, a series element between the dc 
side of the rectifier bridge and Cd can be used. This series element can be a thermister, 
which initially has a large resistance when it is cold, thus limiting the inrush current when 
the switch is on. As it heats up, its resistance goes down to a reasonably low value to yield 
a reasonable efficiency. However, it has a long thermal time constant, and therefore if a 
short-term power outage occurs that is long enough to discharge the bulk capacitor but not 
long enough to allow the thermistor to cool down, a large inrush current can result when 
the line power comes back on. 

Another option is to use a current-limiting resistor, with a thyristor in parallel to make 
up the series element. Initially the thyristor is off and the current-limiting resistor limits 
the inrush current at turn-on. When the bulk capacitor voltage charges up, the thyristor is 
turned on, thus bypassing the current-limiting resistor. It is also possible to design the 
series element by a device such as a MOSFET or an IGBT. The device is slowly turned 
on, thus limiting the peak inrush current. 
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10-8-5 EQUIVALENT SERIES RESISTANCE OF OUTPUT FILTER 
CAPACITOR 

The ESR of the output filter capacitor in Fig. 10-37 is required to be as low as possible. 
In high-switching-frequency applications, the ESR significantly contributes to the peak­
to-peak: and the nns values of the ripple in the output voltage (see Problem 10-16). The 
peak deviation in the output voltage from its steady-state value, following a step change 
in load, also depends on the capacitor ESR. For a step change of load, the output filter 
inductor in Fig. 10-37 acts as a source of constant current during this load transient, and 
the change in load current as a transient is supplied by the filter capacitor. Hence. 
following a load transient, 

10-8-6 SYNCHRONOUS RECTIFIER TO IMPROVE ENERGY 
EFFICIENCY 

(10-120) 

There is an increasing requirement in equipment such as computers for power supplies 
with voltages of even lower than 5 V, for example, in a 2-3-V range, as a consequence 
of increasing integration of logic gates on a single monolithic substrate. In switching 
power supplies with a low output voltage, the diodes in the output rectifier stage can be 
the biggest source of power loss. Even the commonly used Schottky diodes have a 
relatively large voltage drop and, hence, a large power loss in such low-output-voltage 
applications. As a remedy, low-voltage MOSFETs with a very low on-state resistance 
rDS(on) and low-voltage BJTs with a very low on-state voltage VCE(sal) can be used to 
replace the diodes in the output stage. These devices in this application are commonly 
referred to as synchronous rectifiers. 

10-8-7 MULTIPLE OUTPUTS 

For a multiple-output power supply, dynamic cross regulation refers to how well the 
power supply can regulate the voltage of its regulated output if a load change occurs 011 

one of its unregulated outputs. For separate filter inductors used for each of the mUltiple 
outputs, the dynamic cross regulation is very poor. This is because a load change on OIIC 

of the unregulated outputs takes a relatively long time for its effect to show up at the 
regulated output and for the controller to take the corrective action. If the output tilta.' 
inductors are coupled (i.e., wound on a common core), the dynamic cross regulation is 
much better, since the change in the unregulated output voltage is immediately propagated 
to the regulated output, thus forcing the feedback controller to act. 

10-8-8 EMf CONSIDERATIONS 

Switching power supplies must meet the conducted and the radiated EMI specifications. 
These specifications and the EMI filters are discussed in Chapter 18. 

L 

ESR = rc 

c 
Figure 10-37 ESR in the output capacitor. 
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SUMMARY 

In this chapter, principles behind a successful switching power supply design are dis­
cussed. Various topics unique to the design of switching power supply are covered. These 
topics include converter topologies, transformer core excitation, various types of controls 
and the compensation of the feedback loop in regulated supplies, power supply protection, 
providing isolation in the feedback loop, and design considerations to meet the power 
supply specifications. 

PROBLEMS 

LINEAR POWER SUPPLIES 
10-1 A 12-V regulated linear power supply of the type shown in Fig. 10-1 a is designed to operate with 

a 6O-Hz ac voltage in a range of 120 V (+ 10%, -25%). At the maximum load, the peak-to-peak 
ripple in the capacitor voltage is 1.0 V. The power supply is designed such that Vd •min - Vo = 0.5 
V in Fig. 1O-lb. 

Calculate the loss of efficiency due to power losses in the transistor at full load, with the input 
voltage at its maximum. (Hint: Approximate the capacitor voltage waveform with straight-line 
segments.) 

FLYBACK CONVERTER 
10-2 A fly back converter is operating in a complete demagnetization mode. Derive the voltage transfer 

ratio V olV d in terms of the load resistance R, switching frequency t., transformer inductance L"" and 
duty ratio D. 

10-3 In a regulated fly back converter with a I : I turns ratio, Vo = 12 V, Vd is 12-24 V, p.oad is 6-60 
W, and the switching frequency f. = 200 kHz. Calculate the maximum value of the magnetizing 
inductance L", that can be used if the converter is always required to operate in a complete 
demagnetization (equivalent to a discontinuous-conduction) mode. Assume ideal components. 

10-4 A fly back converter is operating in an incomplete demagnetization mode with a duty ratio of 0.4. 
In the same application, another option may be to parallel two half-size flyback converters as shown 
in Fig. 1O-9b. Compare the ripple in the input current id and the output stage current io waveforms 
in these two options, assuming a very large output capacitor such that vo(t) = Vo' 

FORWARD CONVERTER 
10-5 A switch-mode power supply is to be designed with the following specifications: 

Vd = 48 V ± 10 % 
Vo = 5 V (regulated) 

Is = 100 kHz 
P10ad is 15-50 W 

A forward converter operating in a continuous-conduction mode with a demagnetizing winding 
(N3 = N.) is chosen. Assume all components to be ideal except for the presence of transformer 
magnetization inductance. 

(a) Calculate N2IN) if this turns ratio is desired to be as small as possible. 

(b) Calculate the minimum value of the filter inductance. 

10-6 A forward converter with a demagnetizing winding is designed to operate with a maximum duty 
ratio Dmax of 0.7. Calculate the voltage rating of the switch in terms of the input voltage Yd' 

10-7 In the circuit of Fig. 10-12b with two parallel forward converters, draw the input current id and iL 
waveforms if each converter is operating at a duty ratio of 0.3 in a continuous-conduction mode. 
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Compare these two wavefonns with those if a single forward converter (with twice the power rat­
ing but with the same value of the output filter inductance as in Fig. 1O-12b) is used. Assume 
vo(t) = Vo· 

PUSH-PULL CONVERTERS 
10-8 In the push-pull converter of Fig. 1O-13a, assume the losses to be zero and each switch duty ratio 

to be 0.25. The transfonner has a finite magnetizing inductance and im is the magnetizing current. 

(a) At a large load where iL(N2 IN) ~ im , draw the im , iDl , and iD2 wavefonns. 

(b) At essentially no load, draw the im wavefonn and show that the peak value of im is higher than 
in part (a). 

CURRENT-SOURCE CONVERTERS 
10-9 Derive the voltage transfer ratio given by Eq. 10-36 in the current-source converter of Fig. 10-16. 

TRANSFORMER CORE 
10-10 A transfonner for a full-bridge converter is built with a ferrite material with properties similar to 

those shown in Figs. 1O-17a and 1O-17b. Assume Vd = 170 V,J, = 50 kHz, and (M)max = 0.2 
Wb/m2 with a switch duty ratio of 0.5. The peak magnetizing current is measured to be 1.0 A. 
Estimate the core losses in watts in the transfonner at 25°C under the operating conditions de­
scribed. 

10-11 A toroidal transfonner core is built with a material whose 8-H loop is shown in Fig. 1O-17a. An 
air gap is included whose length is one-hundredth of the length of the flux path in the core. Plot the 
8-H loop and calculate the remnant flux in the gapped core. 

DIRECT DUTY RATIO CONTROL 
10-12 The forward converter of Fig. 1O-2Oa is to have a gain crossover frequency Wcro •• = lOS radls with 

a phase margin of 30°. Use the Bode plot of Figs. 1O-21a and 1O-21b for the transfer function vo(s)1 
d(s). The PWM transfer function is given by Fig. 10-24. 

Calculate the values for R2 , C)' and C2 in the compensated error amplifier of Fig. 10-27, 
assuming R) = 1 kil. 

10-13 Repeat Problem 10-12 for a flyback converter, assuming that the Bode plots in Figs. 1O-22a and 
1O-22b are for its transfer function vo(s)/d(s). The crossover frequency wcros• and the phase margin 
are required to be 5 x 103 radls and 30°, respectively. 

CURRENT-MODE CONTROL 
10-14 In a forward converter with N)IN2 = I, the output voltage is regulated to be 6.0 V by means of a 

current-mode control, where the slope of the slope compensation ramp is one-half of the slope of 
the inductor current with the switch off. 

Draw the wavefonns as in Fig. 10-13 to show that the average inductor current remains the 
same if V d changes from 10 to 12 V. 

CAPACITOR HOLD·UP TIME 
10-15 A 100-W power supply with a full-load efficiency of 85% has a hold-up time of 40 ms at full load 

when it is supplied with a nominal input voltage of 120 V at 60 Hz. A full-bridge rectifier is used 
at the input. If the power supply can operate only if the average dc voltage Vd is above 100 V, 
calculate the required value of the input capacitor Cd. (Hint: Assume that the capacitor voltage is 
charged approximately to the peak of the ac input voltage.) 

ESR OF THE OUTPUT FILTER CAPACITOR 
10-16 In the forward converter shown in Fig. 1O-20a, use the numerical values given, except assume 'L 

to be zero. Under a steady-state operating condition, plot iv voltage across 'c, voltage across C, and 
the ripple in Vo. Compare the peak-to-peak ripple in the following three voltages: Vo ' voltage across 
C, and voltage across 'c. 
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PSPICE SIMULA nON 
10-17 Using PSpice, simulate the forward converter shown in Fig. PIO-17. 

(a) Apply a step increase of 0.1 V in the nominal value of the output voltage Vo reference equal 
to 4 V at 150 J.LS. Observe the system response. 

(b) Replace the power stage including the output filter by a transfer function given by the following 
equation: 

Vo(S) 4 S + 5 x Hf 
Tp(s) = d(s) = 1.6 x 10 ; + (0.85 x Hf)s + 108 

Apply the step change in Vo given in part a and compare the results. 

ERR (.) 

Nominal Values: 

re = 10 mO, Cf = 2,000 ~F, RLOIld = 200 mO, 
Vd = 24 V, Vo = 4 V, rL = 10 mO, Lf = 5~H, 
f. = 200 kHz. N\/N2 = 3. 

(27.5)s + 106 

+ 

[(6.05 x 10-6) 52 + 1.665] 

T m(S) = 0.34 (-9.37 dB) 

T e(·) Tm(s) 

Compensated ve(s) PWM dIs) 
Error Controller Amplifier 

Tp(s) 

Power Stage 
+ 

Output Fi Iter 

vo(s) 

Figure PtO-17 From reference 5 of Chapter 4, "Power Electronics: Computer 
Simulation, Analysis, and Education Using PSpice (evaluation, classroom version)," 
on a diskette with a manual, Minnesota Power Electronics, P.O. Box 14503, 
Minneapolis, MN 55414. 
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CHAPTER 11 

POWER CONDITIONERS 
AND UNINTERRUPTIBLE 
POWER SUPPLIES 

11-1 INTRODUCTION 

In the previous chapters, it was mentioned that power electronics converters produce EM! 
and inject current harmonics into the utility system. An interface between a power elec­
tronic system and the utility source that can minimize these potential problems is dis­
cussed in Chapter 18. In this chapter, the focus is on powerline disturbances and how 
power electronic converters can be utilized to prevent the power line disturbances from 
disrupting the operation of critical loads such as computers used for controlling important 
processes, medical equipment, and the like. 

11-2 POWER LINE DISTURBANCES 

354 

Ideally, the voltage supplied by the utility system should be a perfect sine wave without 
any harmonics at its nominal frequency of 60 Hz and at its nominal magnitude. For a 
three-phase system, the voltages should form a balanced set, with each phase displaced by 
120° with respect to the others. 

t t -2-t TYPES OF DISTURBANCES 

In practice, however, voltages can significantly depart from the ideal condition due to the 
power line disturbances listed below: 

• Overvoltage. The voltage magnitude is substantially higher than its nominal value 
for a sustained period of a few cycles. 

• Undervoltage (brownout). The voltage is substantially lower than its nominal 
value for a few cycles. 

• Outage (blackout). The utility system voltage collapses for a few cycles or more. 

• Voltage spikes. These are superimposed on the normal60-Hz waveforms and oc­
cur occasionally (not on a repetitive basis). These can be either of a line-mode 
(differential-mode) or a common-mode type. 

• Chopped voltage waveform. This refers to a repetitive chopping of the voltage 
waveform and the associated ringing, as shown in Fig. 11-la. 
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(a) (b) 

FJgUre 11-1 Possible distortions in input voltage: (a) chopped voltage wavefonn; (b) 
distorted voltage wavefonn due to hannonics. 

• Harmonics. A distorted voltage waveform, as shown in Fig. Il-lb, contains 
harmonic voltage components at harmonic frequencies (usually low-order multiples 
of the line frequency). These harmonics exist on a sustained basis. 

• Electromagnetic interference. This refers to high-frequency noise, which may be 
conducted on the power line or radiated from its source. 

11-2-2 SOURCES OF DISTURBANCES 

Sources that produce these disturbances are very diverse. Overvoltages may be caused by 
sudden decreases in the system load, thus causing the utility voltage to go up. Under­
voltages may be caused by overload conditions, by start of induction motors, or for many 
other reasons. Occasional large voltage spikes may be a result of switching in or out of 
power factor correction capacitors, power lines, or even such things as pump/compressor 
motors in the vicinity. Chopping of the voltage waveform may be caused by ac-to-dc 
line-frequency thyristor converters of the type discussed in Chapter 6, if such converters 
are used to interface the power electronic equipment with the utility system. These 
converters produce a short circuit on the ac voltage source through the ac system imped­
ance on a repetitive basis. The voltage harmonics may be caused by a variety of sources. 
These include magnetic saturation of power system transformers as well as the harmonic 
currents injected by power electronic loads. These harmonic currents flowing through the 
ac system impedances result in harmonic voltages. Electromagnetic interference is pro­
duced by most power electronics equipment due to rapid switching of voltages and 
currents, as will be discussed in Chapter 18. 

11-2-3 EFFECT ON SENSITIVE EQUIPMENT 

The effect of such power line disturbances on the sensitive equipment depends on the 
following factors: (1) type and magnitude of the power line disturbance, (2) type of 
equipment and how well it is designed, and (3) if any power conditioning equipment is 
used. Sustained overvoltages and undervoltages may cause the equipment to trip out, 
which is highly undesirable in certain applications. Large voltage spikes may cause a 
hardware failure in the equipment. Manufacturers of critical equipment often provide a 
certain degree of protection by incorporating surge arrestors such as metal-oxide varis­
tors (MOYs) at the input to guard against such failures. However, spikes of very large 
magnitude in combination with a higher frequency of occurrence can still result in a 
hardware failure. Chopped voltage waveforms and voltage harmonics have the potential 
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of interfering with the equipment if it is not designed to be immune from such effects. 
Power conditioners consisting of filters and an isolation transformer can correct such 
problems. 

The effect of power system outage depends on the duration of the outage and the 
equipment design. As an example, a personal computer power supply may be designed 
such that for an outage of less than 100 ms, the power supply outputs to the digital 
circuitry ride through and hold their nominal values, and no effect is felt on the computer 
operation. For an outage of a longer duration, after a l00-ms interval a logic signal within 
the computer allows. the computer central processing unit (CPU) an additional 50 ms to 
back up the existing information, beyond which time all power supply output voltages 
decrease rapidly. Figure 11-2 shows the tolerance of large mainframe computers to power 
line disturbances, beyond which a backup procedure may be initiated and a shutdown 
occurs for some time. Typical power quality specified by major computer manufacturers 
is listed in Table 11-1. In case of critical applications where such a shutdown is unac­
ceptable, the backup to the utility grid is provided by means of uninterruptible power 
supplies (UPSs). Both the power conditioners and the UPSs are discussed in the followins 
sections. 
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Figure 11-2 Typical computer system voltage tolerance envelope. (Source: IEEE 
Std. 446, "Recommended Practice for Emergency and Standby Power Systems for 
Industrial and Commercial Applications.") 
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Table 11-1 Typical Range of Input Power Quality and Load Parameters of Major 
Computer Manufacturers 

ParameterS' Range or Maximum 

l. Voltage regulation, steady state +5, -10 to +10%, -15% (ANSI C84.1-1970 is +6, -13%) 
2. Voltage disturbances 

a. Momentary undervoltage -25 to -30% for less than 0.5 s, with -100% acceptable for 
4-20 ms 

b. Transient overvoltage + 150 to 200% for less than 0.2 ms 
3-5% (with linear load) 3. Voltage harmonic distortionb 

4. Noise No standard 
5. Frequency variation 60 Hz ± 0.5 Hz to ± I Hz 

I Hzls (slew rate) 6. Frequency rate of change 
7. 3~, Phase voltage unbalancec 2.5-5% 
8. 3~, Load unbalanced 5-20% maximum for anyone phase 

0.8-0.9 9. Power factor 
10. Load demand 0.75-0.85 (of connected load) 

-..arameters I, 2, 5, and 6 depend on the power source, while parameters 3, 4, and 7 are the product 
of an interaction of source and load, and parameters 8, 9, and 10 depend on the computer load 
1Iooe. 

Acomputed as the sum of all harmonic voltages added vectorially. 

~mputed as follows: 

3(V ..... - Vmin) 
Percent phase voltage unbalance = V V x 100 

a + b + Vc 

'tomputed as difference from average single-phase load. 

Source: IEEE Std. 446, "Recommended Practice for Emergency and Standby Power Systems for Industrial 
... Commercial Applications." 

11-3 POWER CONDITIONERS 

Power conditioners provide an effective way of suppressing some or all of the electrical 
disturbances other than the power outages and frequency deviations from 60 Hz (fre­
quency deviation is not a problem in an interconnected ac power system). Some of these 
power conditioners are listed: 

• Metal-oxide varistors provide protection against line-mode voltage spikes. 

• Electromagnetic interference filters help to prevent the effect of the chopped wave­
form on the equipment as well as to prevent the equipment from conducting 
high-frequency noise into the utility grid. 

• Isolation transformers with electrostatic shields not only provide galvanic isolation 
but also filter the line-mode and the common-mode voltage spikes. 

• Ferroresonant transformers provide voltage regulation as well as filtering of the 
line-mode spikes. They are also partially effective in filtering the common-mode 
noise. 

• Linear conditioners are used in many sensitive applications to supply clean power. 

Since none of these power conditioners employs switch-mode or resonant-mode 
power electronics, they are not discussed here any further. 

For voltage regulation, an electronic tap changing scheme using triacs as shown in 
Fig. 11-3 can be used, where triacs or back-to-back connected thyristors replace a me­
chanical contact and allow a bidirectional current flow. 
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11-4 UNINTERRUPTIBLE POWER SUPPLIES (UPSs) 

For supplying very critical loads such as computers used for controlling important pro­
cesses, some medical equipment, and the like, it may be necessary to use UPSs. These 
provide protection against power outages as well as voltage regulation during power line 
overvoltage and undervoltage conditions. They are also excellent in terms of suppressing 
incoming line transient and harmonic disturbances. 

Uninterruptible power supplies in their block diagram form are shown in Fig. 11-4. 
A rectifier is used for converting single-phase or three-phase ac input into dc, which 
supplies power to the inverter as well as to the battery bank to keep it charged. 

In the normal mode of operation, the power to the inverter is provided by the rectifier. 
In case of a line outage, power comes from the battery bank. The inverter produces either 
a single-phase or a three-phase sinusoidal waveform depending on the UPS. The output 
voltage of the inverter is filtered, prior to being applied to the load. 

11-4-1 RECTIFIER 

For supplying power to the inverter and for keeping the battery bank charged, two rectifier 
arrangements are shown in Fig. 11-5. In a conventional arrangement shown in Fig. II-Sa, 
a phase-controlled rectifier as in Chapter 6 is used. It is also possible to use a diode 
rectifier bridge in cascade with a step-down dc-dc converter as in Chapter 7, as shown 
in Fig. 11-5b. 

When an electrical isolation from the mains is required, it is possible to use a dc-dc 
converter with a high-frequency isolation transformer, as shown in Fig. 11-6. The 
dc-dc converter with electrical isolation may be similar to the ones used in the switch­
mode dc power supplies of Chapter 10 or may utilize resonant converter concepts dis­
cussed in Chapter 9. 

--

T 
Battery 

bank 

Figure 11-4 A UPS block diagram. 
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F"agure 11-5 Possible rectifier arrangements. 
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Figure 11-6 Rectifier consisting 
of a high-frequency isolation 
transformer. 

Another rectifier arrangement is shown in Fig. 11-7, where the bulk of the power 
(supplied to the inverter) flows through the diode bridge and only the power required for 
charging of the battery bank. flows through a single-phase phase-controlled thyristor 
rectifier. The voltage Vcharge can be controlled in magnitude and polarity for proper 
charging of the battery bank.. Thyristor T 1 normally remains off; it is turned on in the event 
of a power outage. 

11-4-2 BATTERIES 

There are many different types of battery systems. Of these, the conventional lead-acid 
batteries are commonly used for the UPS applications. 

In the normal mode when the line voltage is present, the battery is trickle charged 'to 
offset the slight self-discharge by the battery. This requires that a constant trickle charge 
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Figure 11-7 A rectifier with a separate battery charger circuit. 
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voltage be applied across the battery, and the battery continuously draws a small amount 
of current, thus maintaining itself in a fully charged state. 

In the event of a line outage, the battery supplies the load. The capacity of a battery 
is expressed in ampere-hours, which is the product of a constant discharge current and the 
duration beyond which the battery voltage falls below a voltage level called the final 
discharge voltage. The battery voltage should not be allowed to fall below the final 
discharge voltage level; otherwise the battery life is shortened. Typically, a IO-h current 
is defined as the current in amperes that causes the fully charged battery to discharge in 
IO hours to its final voltage level. Discharge currents in excess of the IO-h current cause 
the final discharge voltage to be reached sooner than their magnitudes would suggest. 
Therefore, the higher discharge currents reduce the effective battery capacity. 

Once the line voltage is restored, the battery bank in a UPS is brought back to its fully 
charged state. This is accomplished by initially charging the battery at a constant charging 
current rate, as shown in Fig. ll-S. This causes the battery terminal voltage to increase 
to its trickle charge voltage level. Once the trickle charge voltage level is reached, the 
voltage applied is kept constant, as shown in Fig. II-S, and the charging current finally 
decreases to the trickle charge current and stays at that level. It is possible to program the 
battery-charging characteristic to bring it to a full-charge state more quickly. 

t t -4-3 INVERTERS 

The filtered output of the inverter is normally specified to contain very little harmonic 
distortion, even though most loads are highly nonlinear and, hence, inject larger harmonic 
currents into the UPS. Therefore, the inverter must allow almost instantaneous control 
over its output ac waveform. The output voltage harmonic content is specified by means 
of a term called total harmonic distortion (THD), which was defined in Chapter 3 as 

(II-I) 

where VI is the fundamental-frequency rms value of the output voltage and V" is the l1III 

magnitude at the harmonic of order h. Typically, THD is specified to be less than 5'IJ; 
each harmonic voltage as a ratio of VI is specified to be less than 3%. 

Modem UPSs normally use the PWM dc-to-ac inverters of Chapter S, with either a 
single-phase or three-phase ac output. A schematic is shown in Fig. 11-9a. An isolata 
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Figure 11-8 Charging of a battery after a line outage causes 
battery discharge. 



V" 

Switch­
Mode 

dc-to-ac 
Inverter 

6O-Hz 
isolation 

tf"ansformer 

1-</1 or 3-</1, 6O-Hz 
ac output 

Resonant 
dc-to-ac 
Converter 

(a) 

HF 

(e) 

11-4 UNINTERRUPTIBLE POWER SUPPLIES (UPSs) 361 

Integral-half-Cycle 
Frequency converter 

-

""'--

dc-to-
ac 

invl 

dc-to-
ac 

inv2 

: 
I 
I 

dc-to-
ac 

invn 

6O-Hz 
ac 

('utput 

i __ .J 

(b) 

Transformers 
with Phase 

Shift 
~ 

Uout 

60 Hz 

YlgW'e 11-9 Various inverter arrangements. 

transfonner is generally used at the output. Large UPSs may employ a scheme where the 
outputs of two or more such inverters are paralleled through transfonners with phase shift, 
as shown schematically in Fig. 11-9b. This allows the inverters to operate at a relatively 
lower switching frequency, utilizing either a low-frequency PWM, selective harmonic 
cancellation, or a square-wave switching scheme. As shown schematically in Fig. 11-9c, 
it is also possible to use resonant converters, high-frequency isolation transfonners, and 
the integral-half-cycle frequency converter concepts discussed in Chapter 9. 

It is important to minimize the harmonics content of the inverter output. This de­
creases the filter size, which not only results in cost savings but also results in an improved 
dynamic response of the UPS as the load changes. A feedback control is shown in Fig. 
11-10, where the actual output wavefonn is compared with the sinusoidal reference. The 
error is used to modify the inverter switching. A control loop with a fast response is 
needed for a good dynamic perfonnance. 

Above a few kilowatts, most UPSs provide power to several loads connected in 
parallel. As shown in Fig. 11-11, each load is supplied through a fuse. In the event of a 
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fiBure 11-10 Uninterruptible power supply control. 
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Figure 11-11 A UPS sl!Pplying several 
loads. 

short circuit in one of the loads, it is important for the UPS to blow that particular fuse 
and to keep on supplying the rest of the loads. Therefore, the current rating of the UPS 
under a sustained short-circuit condition should be sufficient to blow the fuse of the 
faulted load. In this respect, a rotating-type UPS with a large short-circuit current capacity 
is far superior to the power electronics type UPS. 

An alternative scheme, where the functions of battery charging and the inverter are 
combined, is shown in Fig. 11-12. In the nonnal mode, the switching converter operates 
as a rectifier, charging the battery bank. In addition, it can draw inductive or capacitive 
currents from the mains, thus providing a fine regulation of the voltage supplied to the 
load. In case of a utility outage, the utility is isolated and the switching converter operates 
as an inverter, supplying power to the load from the battery bank. This arrangement is 
usually referred to as the "standby power supply," as we discuss in the next section. 

11-4-4 STATIC TRANSFER SWITCH 

For additional reliability, the power line itself is used as a backup to the UPS, and a static 
transfer switch transfers the load from the UPS to the power line, as shown in Fig. 11-13 
by means of a block diagram. 
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Figure 11-12 A UPS arrangement where the functions of battery 
charging and inverter are combined. 
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Figure 11-13 Line as backup. 
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Static transfer 
switch 

As an alternative, in the nonnal mode the load is supplied by the power line in Fig. 
11-13. In the event ofa line outage, the static transfer switch transfers the load to the UPS. 
This arrangement is usually referred to as the standby power supply. When a static transfer 
switch is used, the inverter output should be synchronized to the line voltage. Therefore, 
transferring the load from one source to the other results in the least amount of disturbance 
seen by the load. 

SUMMARY 

There are many types of disturbances associated with the power line input. Power con­
ditioners provide an effective way to protect sensitive electronic loads from these distur­
bances except for the power outages and frequency deviations. 

For very critical loads, UPSs are used so that the power flow to the load is uninter­
rupted even in the event of a power outage. The storage capacity of the battery bank is 
sized based on the likelihood of an outage of a specified duration. 

PROBLEMS 

11-1 A UPS with transfonner-coupled inverters is shown in Fig. II-I. A programmed harmonic elim­
ination switching scheme is used to eliminate the eleventh and the thirteenth harmonics, which also 
provides a control over the magnitude of the fundamental. 

Show that third, fifth, and seventh hannonics are neutralized by the transfonners, assuming 
that the voltage wavefonns of inverter 2 lag that of inverter I by 30°. 

11-2 What is the minimum switching frequency in Problem II-I? 

lJ-3 The UPS arrangement shown in Fig. 11-12 consists of taps to yield 95, 100, and 105% of the input 
voltage at no load. The transfonner is rated at 120 V, 60 Hz, and I kV A. It has a leakage reactance 
(resistance can be neglected) of 6%. 

Calculate the reactive power that the switch-mode converter must draw to bring the load 
voltage to 100% of the nominal value of 120 V if the utility voltage is 128 V. Assume that the 
critical load draws a sinusoidal current at a unity power factor. 
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CHAPTER 12 

INTRODUCTION TO 
MOTOR DRIVES 

12-1 INTRODUCTION 

Motor drives are used in a very wide power range, from a few watts to many thou­
sands of kilowatts, in applications ranging from very precise, high-performance position­
controlled drives in robotics to variable-speed drives for adjusting flow rates in pumps. In 
all drives where the speed and position are controlled, a power electronic converter is 
needed as an interface between the input power and the motor. 

Above a few hundred watt power level, there are basically the following three types 
of motor drives, which are discussed in Chapters 13 through 15: (1) dc motor drives, 
(2) induction motor drives, and (3) synchronous motor drives. 

A general block diagram for the control of motor drives is shown in Fig. 12-1. The 
process determines the requirements on the motor drive; for example, a servo-quality 
drive (called the servo drive) is needed in robotics, whereas only an adjustable-speed drive 
may be required in an air conditioning system, as explained further. 

In servo applications of motor drives, the response time and the accuracy with which 
the motor follows the speed and position commands are extremely important. These servo 
systems, using one of these motor drives, require speed or position feedback for a precise 
control, as shown in Fig. 12-2. In addition, if an ac motor drive is used, the controller 
must incorporate sophistication, such as field-oriented control, to make the ac motor 
(through the power electronic converter) meet the servo drive requirements. 

However, in a large number of applications, the accuracy and the response time of the 
motor to follow the speed command is not critical. As shown in Fig. 12-1, there is a 
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Figure 12-1 Control of motor drives. 
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Figure 12-2 Servo drives. 
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Figure 12-3 Adjustable-speed drive in an air conditioning system. 

feedback loop to control the process, outside of the motor drive. Because of the large time 
constants associated with the process-control feedback loop, the motor drive's accuracy 
and the time of response to speed commands are not critical. An example of such an 
adjustable-speed drive is shown in Fig. 12-3 for an air conditioning system. 

12-2 CRITERIA FOR SELECTING DRIVE COMPONENTS 

As shown in Figs. 12-1 through 12-3, a motor drive consists of an electric motor, a power 
electronic converter, and possibly a speed and/or position sensor. In this section, criteria 
for optimum match between the mechanical load and the drive components are discussed 
in general terms. 

12-2-1 MATCH BETWEEN THE MOTOR AND THE LOAD 

Prior to selecting the drive components, the load parameters and requirements such as the 
load inertia, maximum speed, speed range, and direction of motion must be available. 
The motion profile as a function of time, for example as shown in Fig. 12-4a, must also 
be specified. By means of modeling the mechanical system, it is possible to obtain a 
load-torque profile. Assuming a primarily inertial load with a negligible damping, the 
torque profile, corresponding to the speed profile in Fig. 12-4a, is shown in Fig. 12-4b. 
The torque required by the load peaks during the acceleration and deceleration. 

One way to drive a rotating load is to couple it directly to the motor. In such a direct 
coupling, the problems and the losses associated with a gearing mechanism are avoided. 
But the motor must be able to provide peak torques at specified speeds. The other option 
for a rotating load is to use a gearing mechanism. A coupling mechanism such as rack-
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Figure 12-4 Load profile: (a) load-motion profile; (b) load-torque 
profile (assuming a purely inertial load). 

and-pinion, belt-and-pulley, or feed-screw must be used to couple a load with a linear 
motion to a rotating motor. A gear and a feed-screw drive are shown in Figs. 12-5a and 
12-5b, respectively. Assuming the energy efficiency of the gear in Fig. 12-5a to be 100%, 
the torques on the two sides of the gear are related as 

Tm WL 6L nm - = - = - = - = a (12-1) 
TL Wm 6m nL 

where the angular speed W = 6, nm and nL are the number of teeth, and a is the coupling 
ratio. 

In the feed-screw drive of Fig. 12-5b. the torque and the force are related as 

Tm VL XL S 
-=-=-=--=a 
FL Wm 6m 211' 

(12-2) 

where the linear velocity VL = Xv s is the pitch of the feed screw in mltum, and a is the 
coupling ratio. 

The electromagnetic torque Tern required from the motor can be calculated on the 
basis of energy considerations in terms of the inertias, required load acceleration, cou­
pling ratio a. and the working torque or force. In Fig. 12-5a. TWL is the working torque 
of the load and wL is the load acceleration. Therefore, 

WL [ 2] WL 2 Tern = - 1m + a h + aT WL + - (Bm + a B L ) a a 
(l2-3a) 
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Figure 12-5 Coupling mechanisms: (a) gear; (b) feed 
screw. 

This equation can be written in terms of the motor speed (recognizing that wm = wLla). 
the equivalent total inertia leq = 1m + a21L' the equivalent total damping Beq = B", + 
a2BV and the equivalent working torque of the load T Weq = aT WL: 

(l2-3b) 

Similarly, for the feed-screw system in Fig. 12-5b with FWL as the working or the 
machining force and a as the coupling ratio calculated in Eq. 12-2 in terms of pi tch s, T_ 
can be calculated as (see Problem 12-3) 

VL [ 2 ] Tern = - 1m + ls + a (MT + Mw) + aFwL a 

where vL is the linear acceleration of the load. 

(l2-t) 

As indicated by Eqs. 12-1 and 12-2, the choice of the coupling ratio a affects the 
motor speed. At the same time, the value of a affects the peak electromagnetic torque T _ 
required from the motor, as is indicated by Eqs. 12-3a and 12-4. In selecting the optima. 
value of the coupling ratio a, the cost and losses associated with the coupling mechanisla 
must also be included. 

12-2-2 THERMAL CONSIDERATIONS IN SELECTING THE MOTOR 

In the previous section, the match between the load and the motor is discussed thai 
establishes the peak torque and the maximum speed required from the motor. This match­
ing also establishes the motor-torque profile, which, for example, has the same form (but 
different magnitudes) as the load-torque profile of Fig. 12-4b. 

As another example, the electromagnetic torque required from the motor as a functioo 
of time is obtained as shown in Fig. 12-6a. In electric machines, the electromagnetic 
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torque produced by the motor is proportional to the motor current i, provided the flux in 
the air gap of the motor is kept constant Therefore, the motor-current profile is identical 
to the motor-torque profile, as shown in Fig_ 12-6b. The motor current in Fig. 12-6b 
during various time intervals is a dc current for a dc motor. For an ac motor, the motor 
current shown is approximately the rms value of the ac current drawn during various time 
intervals. The power loss PR in the winding resistance RM due to the motor current is a 
large part of the total motor losses, which get converted into heat This resistive loss is 
proportional to the square of the motor current and, hence, proportional to T~m during 
various time intervals in Figs. 12-6a and 12-6b. If the time period tperiod in Fig. 12-6, with 
which the waveforms repeat, is short compared with the motor thermal time constant, then 
the motor heating and the maximum temperature rise can be calculated based on the 
resistive power loss PH averaged over the time period tperiod' Therefore, in Fig. 12-6, the 
rms value of the current over the period of repetition can be obtained as 

(12-5) 

where 

m 

~ [itk 

2 k=i [ =--
rms tperiod 

(12-6) 

and m = 6 in this example. 
Because of the motor current being linearly proportional to the motor torque, the rms 

value of the motor torque over tperiod from Fig. 12-6 and Eq. 12-6 is 

(12-7) 
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15 
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F~e 12-6 Motor torque and current. 
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and therefore, 

T~m. nus = k\l~ 
where k\ is a constant of proportionality. 

From Eqs. 12-5 and 12-8, the average resistive power loss PR is given as 

PR = k2T~m. rms 

where k2 is a constant of proportionality. 

(12-8) 

(12-9) 

In addition to PR , there are other losses within the motor that contribute to its heating. 
These are PFW due to friction and windage, PEH due to eddy currents and hysteresis within 
the motor laminations, and P s due to switching frequency ripple in the motor current, 
since it is supplied by a switching power electronic converter rather than an ideal source. 
There are always some power losses called stray power losses Psuay that are not included 
with the foregoing losses. Therefore, the total power loss within the motor is 

(12-10) 

Under a steady-state condition, the motor temperature rise a8 in degrees centigrade 
is given as 

(12-11) 

where Ploss is in watts and the thermal resistance RTH of the motor is in degrees centigrade 
per watt. 

For a maximum allowable temperature rise a8, the maximum permissible value of 
Ploss in steady state depends on the thermal resistance RTH in Eq. 12-11. In general, the 
loss components other than PR in the right side of Eq. 12-10 increase with the motor 
speed. Therefore, the maximum allowable PR and, hence, the maximum continuous 
motor torque output from Eq. 12-9 would decrease at higher speed, if RTH remains 
constant. However, in self-cooled motors with the fan connected to the motor shaft, for 
example, RTH decreases at higher speeds due to increased air circulation at higher motor 
speeds. Therefore, the maximum safe operating area in terms of the maximum rms torque 
available from a motor at various speeds depends on the motor design and is specified in 
the motor data sheets (specially in case of servo motors). For a motor torque profile like 
that shown in Fig. 12-6a, the motor should be chosen such that the rms value of the torque 
required from the motor remains within the motor's safe operating area in the speed range 
of operation. 

12-2-3 MATCH BETWEEN THE MOTOR AND THE POWER 
ELECTRONIC CONVERTER 

A match between the load and the various characteristics of the motor, such as its inertia 
and the peak and the rms torque capability, have been discussed in the previous two 
sections. Depending on the power rating, speed of operation, operating environment, 
reliability, various other performance requirements by the load, and the cost of the overall 
drive, one of the following three types of motor drive is selected: dc motor drive, 
induction motor drive, and synchronous motor drive. The advantages and the disadvan­
tages associated with each of these motor drives are discussed in Chapters 13 through 15. 

The power electronic converter topology and its control depend on the type of motor 
drive selected. In general, the power electronic converter provides a controlled voltage to 
the motor in order to control the motor current and, hence, the electromagnetic torque 
produced by the motor. Some of the considerations in matching the power electronic 
converter to the motor are discussed in the following sections. 
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12-2-3-1 Current Rating 

As we discussed previously, the nns value of the torque that a motor can supply depends 
on its thennal characteristics. However, a motor can supply substantially larger peak 
torques (as much as four times the continuous maximum torque) provided that the dura­
tion of the peak torque is small compared with the thennal time constant of the motor. 
Since Tern is proportional to i, a peak torque requires a corresponding peak current from 
the power electronic converter. The current capability of the power semiconductor devices 
used in the converter is limited by the maximum junction temperature within the devices 
and other considerations. A higher current results in a higher junction temperature due to 
power losses within the power semiconductor device. The thennal time constants asso­
ciated with the power semiconductor devices are in general much smaller than the thennal 
time constants of various motors. Therefore, the current rating of the power electronic 
converter must be selected based on both the nns and the peak values of the torque that 
the motor is required to supply. 

12-2-3-2 Voltage Rating 

In both dc and ac motors, the motor produces a counter-emf e that opposes the voltage v 
applied to it, as shown by a simplified generic circuit of Fig. 12-7. The rate at which the 
motor current and, hence, the torque can be controlled is given by 

di v-e 
-=-
dl L 

(12-12) 

where L is the inductance presented by the motor to the converter. 
To be able to quickly control the motor current and, hence, its torque, the output 

voltage v of the power electronic converter must be reasonably greater than the counter­
emf e. The magnitude of e in a motor increases linearly with the motor speed, with a 
constant flux in the air gap of the motor. Therefore, the voltage rating of the power 
electronic converter depends on the maximum motor speed with a constant air-gap flux. 

12-2-3-3 Switching Frequency and the Motor Inductance 

In a servo drive, the motor current should be able to respond quickly to the load demand, 
thus requiring L to be small in Eq. 12-12. Also, the steady-state ripple in the motor current 
should be as small as possible to minimize the motor loss Ps in Eq. 12-10 and the ripple 
in the motor torque. A small current ripple requires the motor inductance Lin Eq. 12-12 
to be large. Because of the conflicting requirements on the value of L, the ripple in the 
motor current can be reduced by increasing the converter switching frequency. However, 
the switching losses in the power electronic converter increase linearly with the switching 
frequency. Therefore, a reasonable compromise must be made in selecting the motor 
inductance L and the switching frequency. 
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Figure 12-7 Simplified circuit of a 
motor drive. 
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12-2-4 SELECTION OF SPEED AND POSITION SENSORS 

In selecting the speed and position sensors, the following items must be considered: direct 
or indirect coupling, sensor inertia, possibility and avoidance of torsional resonance, and 
the maximum sensor speed. 

To control the instantaneous speed within a specified range, the ripple in the speed 
sensor should be small. This can be understood in terms of incremental position encoders, 
which are often used for measuring speed as well as position. If such a sensor is used at 
very low speeds, the number of pulse outputs per revolution must be large to provide 
instantaneous speed measurement with sufficient accuracy. Similarly, an accurate position 
information will require an incremental position encoder with a large number of pulse 
outputs per revolution. 

12-2-5 SERVO DRIVE CONTROL AND CURRENT LIMITING 

A block diagram of a servo drive was shown in Fig. 12-2. In most practical applications, 
a very fast response to a sudden change in position or speed command would require a 
large peak torque, which would result in a large peak current. This may be prohibitive in 
terms of the cost of the converter. Therefore, the converter current (same as the motor 
current) is limited by the controller. Figures 12-Ba and 12-8b show two ways of imple­
menting the current limit. 

Speed 
reference 
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Current-regulated converter ,------------, 
Speed I I 

relulatar Tar"ue .------, C t I I .. Urfel'l T eleranee-9flel 
reference Terque-to- reference er Switch- I 

Current I + I: _ Fillfll!l-fFet'lueflty l'I'IOde 
Computer Centfeller CePlverter I 

I Metar current I 
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Speed feedback 

Control .-----, 
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1--+-1 Electronic 
Converter 
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Limit 
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Motor 
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Speed feedback 
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Figure 12-8 Control of servo drives: (0) inner current loop; (b) no inner current loop. 
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I I L _______________________ J 
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Figure 12-9 Ramp limiter to limit motor current. 

In Fig. 12-8a, an inner current loop is used where the actual current is measured, and 
the error between the reference and the actual current controls the converter output current 
by means of a current-regulated modulation similar to that discussed in Section 8-6-3. 
Here, the power electronic converter operates as a current-regulated voltage source con­
verter. An inner control loop improves the response time of the drive. As shown, the limit 
on the reference current may be dependent on the speed. 

In the other control scheme shown in Fig. 12-8b, the error between the speed refer­
ence and the actual speed controls the converter through a proportional-integral (PI) 
amplifier. The output of the PI amplifier, which controls the converter, is suppressed only 
if the converter current exceeds the current limit. The current limit can be made to be 
speed dependent. 

In a position control system, the speed reference signal in Figs. 12-80 and 12-8b is 
obtained from the position regulator. The input to such a position regulator will be the 
error between the reference position and the actual position. 

12-2-6 CURRENT LIMITING IN ADJUSTABLE-SPEED DRIVES 

In adjustable-speed drives such as that shown in Fig. 12-3, the current is kept from 
exceeding its limit by means of limiting the rate of change of control voltage with time in 
the block diagram of Fig. 12-9. 

SUMMARY 

I. Primary types of motor drives are dc motor drives, induction motor drives and syn­
chronous motor drives. 

2. Most of the applications of motor drives belong to one of the two categories: servo 
drives or adjustable-speed drives. In servo drive applications, the response time and 
the accuracy with which the motor follows the speed and/or position commands are 
extremely important. In adjustable-speed drive applications, response time to changes 
in speed command is not as'critical; in fact, in many applications, it is not necessary 
to control the speed accurately where the process feedback loop has large time con­
stants, relative to the response time of the drive. 

3. A modeling of the mechanical system is necessary to detennine the dynamics of the 
overall system and to select the motor and the power electronic converter of the 
appropriate ratings. 

4. Servo drives require speed and/or position sensors to close the feedback loop. It is 
possible to operate with or without an inner current feedback loop. In an adjustable­
speed drive, the current is kept within its limit by limiting the rate of change of control 
voltage to the power electronic converter with time. 
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PROBLEMS 

12-1 In the system shown in Fig. 12-5a, the gear ratio nLlnm = 2, JL = 10 kg-m2
, and Jm = 2.5 kg-m2

• 

Damping can be neglected. For the load-speed profile in Fig. P12-I, draw the torque profile aDd 
the rms value of the electromagnetic torque required from the motor. 

OIL (rad/sec) 

1000 

L.. __ L....-__ L....-_-.3L....-__ ~ ______ t (sec) 

1==-1 5--+-1 s -+-ls---+-ls-:j 
""'f-...---- Period = 4s---~~ 

Figure P12-1 

12-2 Consider the belt-and-pulley system shown in Fig. PI2-2: 

Other inertias are negligible. 

M 

J m = motor inertia 

M = mass of load 

r = pulley radius 

Figure P12-2 

Calculate the torque Tern required from the motor to accelerate a load of 0.5 kg from rest •• 
velocity I mls in a time of 3 s. Assume the motor torque to be constant during this interval. _ 
pulley radius r = 0.1 m and the motor inertia J", = 0.006 kg-m2

• 

12-3 Derive Eq. 12-4. 

12-4 In the system of Fig. 12-5a, assume a triangular velocity profile with equal acceleratiOll .. 
deceleration rates. The system is purely inertial and B"., Bv and T WL can be neglected. 

Assuming a gear efficiency of 100% and an optimum gear ratio (such that the reflected I11III 
inertia equals the motor inertia), calculate the time needed to rotate the load by an angle 6L in fa.. 

of Jm , Jv and the peak torque Tern that the motor must be capable of developing. 
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CHAPTER 13 

de MOTOR DRIVES 

13-1 INTRODUCTION 

Traditionally, dc motor drives have been used for speed and position control applications. 
In the past few years, the use of ac motor servo drives in these applications is increasing. 
In spite of that, in applications where an extremely low maintenance is not required, dc 
drives continue to be used because of their low initial cost and excellent drive perfor­
mance. 

13-2 EQUIVALENT CIRCUIT OF de MOTORS 

In a dc motor, the field flux <l>f is established by the stator, either by means of permanent 
magnets as shown in Fig. 13-la, where <l>f stays constant, or by means of a field winding 
as shown in Fig. 13-lb, where the field current If controls <1>. If the magnetic saturation 
in the flux path can be neglected, then 

(13-1) 

where ~ is a field constant of proportionality . 
The rotor carries in its slots the so-called armature winding, which handles the 

electrical power. This is in contrast to most ac motors, where the power-handling winding 
is on the stator for ease of handling the larger amount of power. However, the armature 
winding in a dc machine has to be on the rotor to provide a "mechanical" rectification of 
voltages and currents (which alternate direction as the conductors rotate from the influence 

-H::.:ti----e---iF+-t~<I>f = constant 

(a) (b) 

Figure 13-1 A de motor: (a) permanent-magnet motor; (b) de motor with a field winding. 
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of one stator pole to the next) in the armature-winding conductors, thus producing a dc 
voltage and a dc current at the tenninals of the armature winding. The armature winding, 
in fact, is a continuous winding, without any beginning or end, and it is connected to the 
commutator segments. These commutator segments, usually made up of copper, are 
insulated from each other and rotate with the shaft. At least one pair of stationary carbon 
brushes is used to make contact between the commutator segments (and, hence, the 
armature conductors), and the stationary tenninals of the armature winding that supply the 
dc voltage and current. 

In a dc motor, the electromagnetic torque is produced by the interaction of the field 
flux <1>, and the armature current ia: 

(13-2) 

where k, is the torque constant of the motor. In the armature circuit, a back-emf is 
produced by the rotation of armature conductors at a speed Wm in the presence of a field 
flux <1>,: 

(13-3) 

where ke is the voltage constant of the motor. 
In SI units, k, and ke are numerically equal, which can be shown by equating the 

electrical power eaia and the mechanical power wmTern. The electrical power is calculated 
as 

Pe = eaia = ke<l>jWmia (using Eq. 13-3) 

and the mechanical power as 

Pm = wmT em = k,q,jWmia (using Eq. 13-2) 

In steady state, 

Therefore, from the foregoing equations 

k, [A ~~] = ke [Wb ~radJs] 

(13-4) 

(13-5) 

(13-6) 

(13-7) 

In practice, a controllable voltage source v, is applied to the armature terminals to 
establish ia. Therefore, the current ia in the armature circuit is detennined by v,. the 
induced back-emf ea. the armature-winding resistance Ra. and the armature-windiD& 
inductance La: 

(13-8) 

Equation 13-8 is illustrated by an equivalent circuit in Fig. 13-2. 
The interaction of Tern with the load torque, as given by Eq. 12-3b of Chapter 12. 

detennines how the motor speed builds up: 

dWm 
Tern = J dt + BWm + T wdt) (13-9) 

where J and B are the total equivalent inertia and damping, respectively, of the mot«­
load combination and T WL is the equivalent working torque of the load. 

Seldom are dc machines used as generators. However, they act as generators wbik 
braking, where their speed is being reduced. Therefore, it is important to consider de 
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m~----....-.A ...... ~TWL Ih '.",..,.......... Figure 13-2 
circuit. 

A de motor equivalent 

machines in their generator mode of operation. In order to consider braking, we will 
assume that the flux <t>/ is kept constant and the motor is initially driving a load at a speed 
of {Urn' To reduce the motor speed, if v, is reduced below ea in Fig. 13-2, then the current 
ia will reverse in direction. The electromagnetic torque Tern given by Eq. 13-2 now 
reverses in direction and the kinetic energy associated with the motor load inertia is 
converted into electrical energy by the dc machine, which now acts as a generator. This 
energy must be somehow absorbed by the source of v, or dissipated in a resistor. 

During the braking operation, the polarity of ea does not change, since the direction 
of rotation has not changed. Equation 13-3 still determines the magnitude of the induced 
emf. As the rotor slows down, ea decreases in magnitude (assuming that <t>/ is constant). 
Ultimately, the generation stops when the rotor comes to a standstill and all the inertial 
energy is extracted. If the terminal-voltage polarity is also reversed, the direction of 
rotation of the motor will reverse. Therefore, a dc motor can be operated in either 
direction and its electromagnetic torque can be reversed for braking, as shown by the four 
quadrants of the torque-speed plane in Fig. 13-3. 

Braking in reverse direction Motoring in forward direction 

e" = + 
i" = + 

------------------------~------------------------OJm 

Motoring in reverse direction 

ell = -
ia == -

Braking in forward direction 

e" = + 
ill = -

Figure 13-3 Four-quadrant operation of a de motor. 
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13-3 PERMANENT -MAGNET de MOTORS 

Often in small dc motors, pennanent magnets on the stator as shown in Fig. 13-la 
produce a constant field flux ~f. In steady state, assuming a constant field flux ~f' Eqs. 
13-2, 13-3, and 13-8 result in 

Tern = k-fia 

Ea = kEWm 

VI = Ea+RJa 

(13-10) 

(13-1 I) 

(13-12) 

where kT = kl~f and KE = Ke~f. Equations 13-10 through 13-12 correspond to the 
equivalent circuit of Fig. 13-4a. From the above equations, it is possible to obtain the 
steady-state speed Wm as a function of Tern for a given VI: 

1 ( Ra ) 
Wm = kE VI - kT Tern (13-13) 

The plot of this equation in Fig. 13-4h shows that as the torque is increased, the 
torque-speed characteristic at a given VI is essentially vertical, except for the droop due 
to the voltage drop lfia across the armature-winding resistance. This droop in speed is 
quite small in integral horsepower dc motors but may be substantial in small servo motors. 
More importantly, however, the torque-speed characteristics can be shifted horizontally 

+ 

Vt -E I = __ a 
a Ra 

Per unit 
quantities 

(a) 

1.01--------...,.-

o 1.0 

(c) 

tlIm 
(per unit) 

I 
I I I I I 

Rated --~ _-i---'r--' --~-
I 

I I 
I I 
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I I 

Vt3 Vt4 : Vt5 I 

,: ~ o L-_.L.-_.L.-_.l...--'-.l...-_.l...-_ 01", 
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(b) 

Figure 13-4 Permanent-magnet de motor: (a) equivalent circuit; (b) torque-speed 
characteristics: V,5> V,4 > V,3 > V,2 > V,t, where V'4 is the rated voltage; 
(c) continuous torque-speed capability. 
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in Fig. 13-4b by controlling the applied tenninal voltage V" Therefore, the speed of a load 
with an arbitrary torque- speed characteristic can be controlled by controlling V, in a 
pennanent-magnet dc motor with a constant ~,. 

In a continuous steady state, the annature current la should not exceed its rated value, 
and therefore, the torque should not exceed the rated torque. Therefore, the characteristics 
beyond the rated torque are shown as dashed in Fig. 13-4b. Similarly, the characteristic 
beyond the rated speed is shown as dashed, because increasing the speed beyond the rated 
speed would require the terminal voltage V, to exceed its rated value, which is not 
desirable. This is a limitation of permanent-magnet dc motors, where the maximum speed 
is limited to the rated speed of the motor. The torque capability as a function of speed is 
plotted in Fig. 13-4c. It shows the steady-state operating limits of the torque and current; 
it is possible to significantly exceed current and torque limits on a short-tenn basis. Figure 
13-4c also shows the terminal voltage required as a function of speed and the correspond­
ing Ea. 

13-4 de MOTORS WITH A SEPARA TEL Y EXCITED FIELD 
WINDING 

Pennanent-magnet dc motors are limited to ratings of a few horsepower and also have a 
maximum speed limitation. These limitations can be overcome if ~,is produced by means 
of a field winding on the stator, which is supplied by a dc current I" as shown in Fig. 
13-1b. To offer the most flexibility in controlling the dc motor, the field winding is excited 
by a separately controlled dc source v" as shown in Fig. 13-5a. As indicated by Eq. 13-1, 
the steady-state value of ~,is controlled by I, (= VIR,), where R, is the resistance of the 
field winding. 

Since ~,is controllable, Eq. 13-13 can be written as follows: 

1 ( Ra ) 
(Jlm = ke~, V, - kA>, Tem (13-14) 

recognizing that kE = ke~,and kT = k,~" Equation 13-14 shows that in a dc motor with 
a separately excited field winding, both V, and ~,can be controlled to yield the desired 
torque and speed. As a general practice, to maximize the motor torque capability, ~, 
(hence I,) is kept at its rated value for speeds less than the rated speed. With ~,at its rated 
value, the relationships are the same as given by Eqs. 13-10 through 13-13 of a penna­
nent-magnet dc motor. Therefore, the torque-speed characteristics are also the same as 
those for a permanent-magnet dc motor that were shown in Fig. 13-4b. With ~,constant 
and equal to its rated value, the motor torque-speed capability is as shown in Fig. 13-5b, 
where this region of constant ~,is often called the constant-torque region. The required 
terminal voltage V, in this region increases linearly from approximately zero to its rated 
value as the speed increases from zero to its rated value. The voltage V, and the corre­
sponding Ea are shown in Fig. 13-5b. 

To obtain speeds beyond its rated value, V, is kept constant at its rated value and ~, 
is decreased by decreasing I,. Since la is not allowed to exceed its rated value on a 
continuous basis, the torque capability declines, since ~,is reduced in Eq. 13-2. In this 
so-called field-weakening region, the maximum power EJa (equal to (JlmTem) into the 
motor is not allowed to exceed its rated value on a continuous basis. This region, also 
called the constant-power region, is shown in Fig. 13-5b, where Tem declines with (Jlm and 
V" Ea. and la stay constant at their rated values. It should be emphasized that Fig. 13-5b 
is the plot of the maximum continuous capability of the motor in steady state. Any 
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Figure 13-5 Separately excited dc motor: (a) equivalent circuit; 
(b) continuous torque-speed capability. 

operating point within the regions shown is, of course, pennissible. In the field-weak­
ening region, the speed may be exceeded by 50- J()()% of its rated value, depending on 
the motor specifications. 

13-5 EFFECT OF ARMATURE CURRENT WAVEFORM 

In dc motor drives, the output voltage of the power electronic converter contains an ac 
ripple voltage superimposed on the desired dc voltage. Ripple in the tenninal voltage can 
lead to a ripple in the armature current with the following consequences that must be 
recognized: the fonn factor and torque pulsations. 

13-5-1 FORM FACTOR 

The fonn factor for the dc motor armature current is defined as 

la(nns) 
Fonn factor = I ( ) 

a average 
(13-15) 
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The form factor will be unity only if ia is a pure dc. The more ia deviates from a pure dc, 
the higher will be the value of the form factor. The power input to the motor (and hence 
the power output) varies proportionally with the average value of ia• whereas the losses 
in the resistance of the annature winding depend on I~(rms). Therefore, the higher the 
form factor of the annature current, the higher the losses in the motor (i.e., higher 
heating) and, hence, the lower the motor efficiency. 

Moreover, a form factor much higher than unity implies a much larger value of the 
peak annature current compared to its average value, which may result in excessive arcing 
in the commutator and brushes. To avoid serious damage to the motor that is caused by 
large peak currents, the motor may have to be derated (i.e., the maximum power or torque 
would have to be kept well below its rating) to keep the motor temperature from exceeding 
its specified limit and to protect the commutator and brushes. Therefore, it is desirable to 
improve the form factor of the annature current as much as possible. 

13-5-2 TORQUE PULSATIONS 

Since the instantaneous electromagnetic torque Tem(t) developed by the motor is propor­
tional to the instantaneous annature current ia(t), a ripple in ia results in a ripple in the 
torque and hence in speed if the inertia is not large. This is another reason to minimize the 
ripple in the annature current. It should be noted that a high-frequency torque ripple will 
result in smaller speed fluctuations, as compared with a low-frequency torque ripple of the 
same magnitude. 

13-6 de SERVO DRIVES 

In servo applications, the speed and accuracy of response is important. In spite of the 
increasing popularity of ac servo drives, dc servo drives are still widely used. If it were 
not for the disadvantages of having a commutator and brushes, the dc motors would be 
ideally suited for servo drives. The reason is that the instantaneous torque Tern in Eq. 13-2 
can be controlled linearly by controlling the annature current ia of the motor. 

13-6-1 TRANSFER FUNCTION MODEL FOR SMALL-SIGNAL DYNAMIC 
PERFORMANCE 

Figure 13-6 shows a dc motor operating in a closed loop to deliver controlled speed or 
controlled position. To design the proper controller that will result in high performance 
(high speed of response, low steady-state error, and high degree of stability), it is im-

Controller Control 
r-----------i volt,.. 

I I 
Positionl 

---,r--'-+-t Speed 
Controller 

Reference 
position/speed 

I 
I ____ .-J 

Penr 
EllCtl'8f1ics 
eernrer1er 

Figure 13-6 Closed-loop position/speed de servo drive. 

Position 
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portant to know the transfer function of the motor. It is then combined with the transfer 
function of the rest of the system in order to determine the dynamic response of the drive 
for changes in the desired speed and position or for a change in load. As we will explain 
later on, the linear model is valid only for small changes where the motor current is not 
limited by the converter supplying the motor. 

For analyzing small-signal dynamic performance of the motor-load combination 
around a steady-state operating point, the following equations can be written in terms of 
small deviations around their steady-state values: 

d 
~Vt = ~ea + Ra ~ia + La dt (~ia) 

~ea = kE ~Wm 

~Tem = kT ~ia 

(13-16) 

(13-17) 

(13-18) 

(13-19) 

If we take the Laplace transform of these equations, where the Laplace variables represent 
only the small-signal ~ values in Eqs. 13-16 through 13-19, 

V,(s) = Ea(s) + (Ra + sLa)la(s) 

Ea(s) = keWm(s) 

Tem(s) = krla(s) 

Tem(s) = T WL(S) + (B + sJ)wm(s) 

Wm(s) = s9m(s) 

(13-20) 

These equations for the motor -load combination can be represented by transfer 
function blocks, as shown in Fig. 13-7. The inputs to the motor-load combination in Fig. 
13-7 are the armature terminal voltage Vis) and the load torque T WL(S). Applying one 
input at a time by setting the other input to zero, the superposition principle yields (note 
that this is a linearized system) 

kT Ra + sLa 
wm(s) = (Ra + sLa)(sJ + B) + kTkE Vb) - (Ra + sLa)(sJ + B) + kTkE T wds) 

(13-21) 

This equation results in two closed-loop transfer functions: 

wm(s) I kT 
G1(s) = -- = ---------

V,(s) T 1O'L(5)=0 (Ra + sLa)(sJ + B) + kTkE 
(13-22) 

Figure 13-7 Block diagram representation of the motor and load (without any feedback). 
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(13-23) 

As a simplification to gain better insight into the de motor behavior, the friction term, 
which is usually small, will be neglected by setting B ::::: 0 in Eq. 13-22. Moreover, 
considering just the motor without the load, J in Eq. 13-22 is then the motor inertia J".. 
Therefore 

(13-24) 

We will define the following constants: 

Raj". 
T". = kTk£ ::::: mechanical time constant (13-25) 

L 
Te = R a ::: electrical time constant 

a 
(13-26) 

Using T". and Te in the expression for 01(S) yields 

(13-27) 

Since in general T". ::> Te, it is a reasonable approximation to replace ST". by S(T". + Te) 

in the foregoing expression. Therefore 

o (s) _ w".(s) - ______ _ 
1 - V,(s) - k/i(STm + l)(STe + 1) 

(13-28) 

The physical significance of the electrical and the mechanical time constants of the 
motor should also be understood. The electrical time constant Te determines how quickly 
the armature current builds up, as shown in Fig. 13-8, in response to a step change Av, 
in the terminal voltage, where the rotor speed is assumed to be constant. 

The mechanical time constant T". determines how quickly the speed builds up in 
response to a step change AVt in the terminal voltage, provided that the electrical time 
constant Te is assumed to be negligible and, hence, the armature current can change 

"'.. = constant 

I:.i.(t) 

1.(0- ) 

I 
o 

Figure 13-8 Electrical time constant 1',,; speed (s)". is 
assumed to be constant. 

• t 
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instantaneously. Neglecting Te in Eq. 13-28, the change in speed from the steady-state 
condition can be obtained as 

(13-29) 

recognizing that V,(s) = i:1v,/s. From Eq. 13-29 

i:1v, I 
i:1wm(t) = kE (1-e - 'TM

) (13-30) 

where T m is the mechanical time constant with which the speed changes in response to a 
step change in the terminal voltage, as shown in Fig. 13-9a. The corresponding change 
in the armature current is plotted in Fig. 13-9h. Note that if the motor current is limited 
by the converter during large transients, the torque produced by the motor is simply 

kTla.mar 

13-6-2 POWER ELECTRONIC CONVERTER 

Based on the previous discussion, a power electronic converter supplying a dc motor 
should have the following capabilities: 

1. The converter should allow both its output voltage and current to reverse in order 
to yield a four-quadrant operation as shown in Fig. 13-3. 

2. The converter should be able to operate in a current-controlled mode by holding 
the current at its maximum acceptable value during fast acceleration and decel­
eration. The dynamic current limit is generally several times higher than the 
continuous steady-state current rating of the motor. 

3. For accurate control of position, the average voltage output of the converter 
should vary linearly with its control input, independent of the load on the motor. 
This item is further discussed in Section 13-6-5. 

4. The converter should produce an armature current with a good form factor and 
should minimize the fluctuations in torque and speed of the motor. 

",,,,(0-) 

la} 

t.ja(t) (assuming T. =' 0) 

I 
o 

Ib} 

• t 

Figure 13-9 
Mechanical time constant Tm; 

load torque is assumed to be 
constant. 
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5. The converter output should respond as quickly as possible to its control input, 
thus allowing the converter to be represented essentially by a constant gain with­
out a dead time in the overall servo drive transfer function model. 

A linear power amplifier satisfies all the requirements listed above. However, because 
of its low energy efficiency, this choice is limited to a very low power range. Therefore, 
the choice must be made between switch-mode dc-dc converters of the type discussed in 
Chapter 7 or the line-frequency-controlled converters discussed in Chapter 6. Here, only 
the switch-mode dc-dc converters are described. Drives with line-frequency converters 
can be analyzed in the same manner. 

A full-bridge switch-mode dc-dc converter produces a four-quadrant controllable dc 
output. This full-bridge dc-dc converter (also called an H-bridge) was discussed in 
Chapter 7. ~he overall system is shown in Fig. 13-10, where the line-frequency ac input 
is rectified into dc by means of a diode rectifier of the type discussed in Chapter 5 and 
filtered by means of a filter capacitor. An energy dissipation circuit is included to prevent 
the filter capacitor voltage from becoming large in case of braking of the dc motor. 

As discussed in Chapter 7, all four switches in the converter of Fig. 13-10 are 
switched during each cycle of the switching frequency. This results in a true four-quadrant 
operation with a continuous-current conduction, where both V, and la can smoothly 
reverse, independent of each other. Ignoring the effect of blanking time, the average 
voltage output of the converter varies linearly with the input control voltage Vcontrol, 

independent of the load: 

(13-31) 

where kc is the gain of the converter. 
As discussed in Sections 7-7-1 and 7-7-2 of Chapter 7, either a PWM bipolar voltage­

switching scheme or a PWM unipolar voltage-switching scheme can be used. Thus, the 
converter in Fig. 13-6 can be replaced by an amplifier gain kc given by Eq. 13-31. 
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13-6-3 RIPPLE IN THE ARMATURE CURRENT ia 

In Chapter 7, it was mentioned that the current through a PWM full-bridge dc-dc 
converter supplying a dc motor load ftows continuously even at small values of la. 
However, it is important to consider the peak-to-peak ripple in the armature current 
because of its impact on the torque pulsations and heating of the motor. Moreover, a 
larger current ripple requires a larger peak current rating of the converter switches. 

In the system of Fig. 13-10 under a steady-state operating condition, the instanta­
neous speed wm can be assumed to be constant if there is sufficient inertia, and therefore 
ea(t) = Ea. The terminal voltage and the armature current can be expressed in terms of 
their dc and the ripple components as 

Vt(t) = Vt + v,(t) 

ia(t) = la + i,(t) 

(13-32) 

(13-33) 

where v,(t) and i,(t) are the ripple components in Vt and ia, respectively. Therefore, in the 
armature circuit, from Eq. 13-8, 

(13-34) 

where 

(13-35) 

and 

. di,(t) 
v,(t) = Ra1,(t} + LaT! (13-36) 

Assuming that the ripple current is primarily determined by the armature inductance La 
and Ra has a negligible effect, from Eq. 13-36 

(13-37) 

The additional heating in the motor is approximately R./;, where I, is the rms value of the 
ripple current iT' 

By means of an example and Fig. 7-30, it was shown in Chapter 7 that for a PWM 
bipolar voltage switching, the ripple voltage is maximum when the average output voltage 
is zero and all switches operate at equal duty ratios. Applying these results to the dc motor 
drive, Fig. 13-lla shows the voltage ripple v,(t) and the resulting ripple current i,(t) using 
Eq. 13-37. From these waveforms, the maximum peak-to-peak ripple can be calculated as 

Vd 
(Mp-p)max = 2L I' (13-38) 

aJ, 

where Vd is the input de voltage to the full-bridge converter. 
The ripple voltage for a PWM unipolar voltage switching is shown to be maximum 

when the average output voltage is V2 Yd' Applying this result to a de motor drive, Fig. 
13-11b shows i,(t) waveform, where 

(13-39) 

Equations 13-38 and 13-39 show that the maximum peak-to-peak ripple current is in­
versely proportional to La and is. Therefore, careful consideration must be given to the 
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Figure 13-11 Ripple ir in the armature current: (a) PWM bipolar voltage switching, 
Vt = 0; (b) PWM unipolar voltage switching, Vt = V2Vd . 

selection of!. and La' where La can be increased by adding an external inductor in the 
series with the motor armature. 

13-6-4 CONTROL OF SERVO DRIVES 

A servo system where the speed error directly controls the power electronic converter is 
shown in Fig. 13-12a. The current-limiting circuit comes into operation only when the 
drive current tries to exceed an acceptable limit I a•rrvu during fast accelerations and 
decelerations. During these intervals, the output of the speed regulator is suppressed and 
the current is held at its limit until the speed and position approach their desired values. 

To improve the dynamic response in high-performance servo drives, an internal 
current loop is used as shown in Fig. 13-12b, where the armature current and, hence, the 
torque are controlled. The current control is accomplished by comparing the actual mea­
sured armature current ia with its reference value i: produced by the speed regulator. The 
current ia is inherently controlled from exceeding the current rating of the drive by 
limiting the reference current i: to Ia.mBJ<' 

The armature current provided by the dc-dc converter in Fig. 13-12h can be con­
trolled in a similar manner as the current-regulated modulation in a dc-to-ac inverter, 
discussed in Section 8-6-3. The only difference is that the reference current in steady state 
in a dc-dc converter is a dc rather than a sinusoidal waveform as in Section 8-6-3. Either 
a variable-frequency tolerance band control, discussed in Section 8-6-3-1, or a fixed­
frequency control, discussed in Section 8-6-3-2, can be used for current control. 

13-6-5 NONLINEARITY DUE TO BLANKING TIME 

In a practical full-bridge dc-dc converter, where the possibility of a short circuit across 
the input dc bus exists, a blanking time is introduced between the instant at which a switch 
turns off and the instant at which the other switch in the same leg turns on. The effect of 
the blanking time on the output of dc-to-ac full bridge PWM inverters was discussed in 
detail in Section 8-5. That analysis is also valid for PWM full-bridge dc-dc converters for 
de servo drives. Equation 8-77 and Fig. 8-32b show the effect of blanking time on the 
output voltage magnitude. Recognizing that the output voltage of the converter is pro­
portional to the motor speed Wm and the output current ia is proportional to the torque Tern' 
Fig. 8-32h is redrawn as in Fig. 13-13. If at an arbitrary speed Win' the torque and, hence, 
ia are to be reversed, there is a dead zone in Vcontroj' as shown in Fig. 13-13, during which 



390 CHAPTER 13 de MOTOR DRIVES 

Speed 
reference 

Speed 
reference 

+ 

+ 

Speed 
regulator Control ...-----, 

voltage Power 
~-..... ~ Electronic 

Converter 

Current ia 
limit 

Circuit 

Speed feedback 

(a) 

Current-regulated converter ,-------------1 
I I 
I I 
I ToIerlnce-band I 

or ~witeh-mode~.a'--.L-"" 
Fiud-frequency Converter 

Controller I 
I I L _____________ J 

Speed feedback 

(b) 

Figure 13-12 Control of servo drives: (a) no internal current-control loop; (b) internal 
current-control loop. 

Dead llCilne 

Figure 13-13 Effect of blanking time. 

>0 

Vcontrol 
(control volt~ .. ) 



13-7 ADJUSTABLE-SPEED de DRIVES 391 

ia and Tern remain small. The effect of this nonlinearity due to blanking time on the 
perfonnance of the servo system is minimized by means of the current-controlled mode 
of operation discussed in the block diagram of Fig. 13-12b, where an internal current loop 
directly controls ia• 

13-6-6 SELECTION OF SERVO DRIVE PARAMETERS 

Based on the foregoing discussion, the effects of annature inductance La' switching 
frequency fs' blanking time tl!.' and switching times tc of the solid state devices in the 
dc- dc converter can be summarized as follows: 

I. The ripple in the annature current, which causes torque ripple and additional 
annature heating, is proportional to L,)fs. 

2. The dead zone in the transfer function of the converter, which degrades the servo 
perfonnance, is proportional to fll!.' 

3. Switching losses in the converter are proportional to flc. 

All these factors need to be considered simultaneously in the selection of the appropriate 
motor and the power electronic converter. 

13-7 ADJUSTABLE-SPEED de DRIVES 

Unlike servo drives, the response time to speed and torque commands is not as critical in 
adjustable-speed drives. Therefore, either switch-mode dc-dc converters as discussed for 
servo drives or the line-frequency controlled converters discussed in Chapter 6 can be 
used for speed control. 

13-7-1 SWITCH-MODE de-de CONVERTER 

If a four-quadrant operation is needed and a switch-mode converter is utilized, then the 
full-bridge converter shown in Fig. 13-10 is used. 

If the speed does not have to reverse but braking is needed, then the two-quadrant 
converter shown in Fig. 13-14a can be used. It consists of two switches, where one of the 
switches is on at any time, to keep the output voltage independent of the direction of ia • 

The annature current can reverse, and a negative value of fa corresponds to the braking 
mode of operation, where the power flows from the dc motor to V d' The output voltage 
V, can be controlled in magnitude, but it always remains unipolar. Since ia can flow in 
both directions, unlike in the single-switch step-down and step-up dc-dc converters 
discussed in Chapter 7, ia in the circuit of Fig. 13-14a will not become discontinuous. 

For a single-quadrant operation where the speed remains unidirectional and braking 
is not required, the step-down converter shown in Fig. 13-14b can be used. 

13-7 -2 LINE-FREQUENCY CONTROLLED CONVERTERS 

In many adjustable-speed dc drives, especially in large power ratings, it may be econom­
ical to utilize a line-frequency controlled converter of the type discussed in Chapter 6. 
Two of these converters are repeated in Fig. 13-15 for single-phase and three-phase ac 
inputs. The output of these line-frequency converters, also called the phase-controlled 
converters, contains an ac ripple that is a multiple of the 6O-Hz line frequency. Because 
of this low frequency ripple, an inductance in series with the motor annature may be 
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Figure 13-14 (a) Two-quadrant operation; (b) single-quadrant operation. 

required to keep the ripple in ia low, to minimize its effect on armature heating and the 
ripple in torque and speed. 

A disadvantage of the line-frequency converters is the longer dead time in responding 
to the changes in the speed control signal, compared to high-frequency switch-mode 
dc-dc converters. Once a thyristor or a pair of thyristors is triggered on in the circuits of 
Fig. 13- 15, the delay angle a that controls the converter output voltage applied to the 
motor terminals cannot be increased for a portion of the 6O-Hz cycle. This may not be a 
problem in adjustable-speed drives where the response time to speed and torque com­
mands is not too critical. But it clearly shows the limitation of line-frequency converters 
in servo drive applications. 

The current through these line-frequency controlled converters is unidirectional, but 
the output voltage can reverse polarity. The two-quadrant operation with the reversible 
voltage is not suited for dc motor braking, which requires the voltage to be unidirectional 

"\ "' ""\ 

~ 
+ -
V t 

.~ ~ .~ 

(a) 
(b) 

Figure 13-15 Line-frequency-controlled converters for dc motor drives: 
(a) single-phase input; (b) three-phase input. 
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Figure 13-16 Line-frequency-controlled converters for four-quadrant operation: 
(a) back-to-hack converters for four-quadrant operation (without circulating current); 
(b) converter operation modes; (c) contactors for four-quadrant operation. 
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but the current to be reversible. Therefore, if regenerative braking is required, two 
back-to-back connected thyristor converters can be used, as shown in Fig. 13-16a. This, 
in fact, gives a capability to operate in all four quadrants, as depicted in Fig. 13-16b. 

An alternative to using two converters is to use one phase-controlled converter 
together with two pairs of contactors, as shown in Fig. 13-16c. When the machine is to 
be operated as a motor, the contactors M\ and M2 are closed. During braking when the 
motor speed is to be reduced rapidly, since the direction of rotation remains the same, Ea 
is of the same polarity as in the motoring mode. Therefore, to let the converter go into an 
inverter mode, contactors M\ and M2 are opened and R\ and R2 are closed. It should be 
noted that the contactors switch at zero current when the current through them is brought 
to zero by the converter. 

13-7-3 EFFECT OF DISCONTINUOUS ARMATURE CURRENT 

In line-frequency phase-controlled converters and single-quadrant step-down switch­
mode dc-dc converters, the output current can become discontinuous at light loads on the 
motor. For a fixed control voltage vcontrol or the delay angle Ct, the discontinuous current 
causes the output voltage to go up. This voltage rise causes the motor speed to increase 
at low values of fa (which correspond to low torque load), as shown generically by Fig. 
13-17. With a continuously flowing ia , the drop in speed at higher torques is due to the 
voltage drop R)a across the armature resistance; additional drop in speed occurs in the 
phase-controlled converter-driven motors due to commutation voltage drops across the 
ac-side inductance Ls. which approximately equal (2wL,hr)fa in single-phase converters 
and (3wL,hr)fa in three-phase converters, as discussed in Chapter 6. These effects results 
in poor speed regulation under an open-loop operation. 
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13-7-4 CONTROL OF ADJUSTABLE-SPEED DRIVES 

The type of control used depends on the drive requirements. An open-loop control is 
shown in Fig. 13-18 where the speed command w* is generated by comparing the drive 
output with its desired value (which, e.g., may be temperature in case of a capacity­
modulated heat pump). A dldt limiter allows the speed command to change slowly, thus 
preventing the rotor current from exceeding its rating. The slope of the dldt limiter can be 
adjusted to match the motor-load inertia. The current limiter in such drives may be just 
a protective measure, whereby if the measured current exceeds its rated value, the con­
troller shuts the drive off. A manual restart may be required. As discussed in Section 13-6, 
a closed-loop control can also be implemented. 

13-7-5 FIELD WEAKENING IN ADJUSTABLE-SPEED de MOTOR 
DRIVES 

In a dc motor with a separately excited field winding, the drive can be operated at higher 
than the rated speed of the motor by reducing the field flux <1>/. Since many adjustable­
speed drives, especially at higher power ratings, employ a motor with a wound field, this 
capability can be exploited by controlling the field current and <I>/" The simple line­
frequency phase-controlled converter shown in Fig. 13-15 is normally used to control If 
through the field winding, where the current is controlled in magnitude but always flows 
in only one direction. If a converter topology consisting of only thyristors (such as in Fig. 
13-15) is chosen, where the converter output voltage is reversible, the field current can be 
decreased rapidly. 

(Ramp limiter) 

:t limiter 

II control Power 
t---~ Electronic ~'a""~ 

Converter ~-~ 

Current 
limiting 
Circuit 

la. max 

Figure 13-18 Open-loop speed control. 
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13-7-6 POWER FACTOR OF THE LINE CURRENT IN 
ADJUSTABLE-SPEED DRIVES 

The motor operation at its torque limit is shown in Fig. 13-19a in the constant-torque 
region below the rated speed and in the field-weakening region above the rated speed. In 
a switch-mode drive, which consists of a diode rectifier bridge and a PWM dc-dc 
converter, the fundamental-frequency component lsI of the line current as a function of 
speed is shown in Fig. 13-19b. Figure 13-19c shows lsI for a line-frequency phase­
controlled thyristor drive. Assuming the load torque to be constant, lsI decreases with 

Per unit quantities 

T.",. III V" III 
1.OI---~""';'--..,r---""';-----

01L----------:-'';;-------_'''''' (per unit) 
I Constan~ torque _!*jO ..... _ Constant power r-- region I region 

(a) 

I 
I 
I 

1,1 (per unit) I 
I 

1.0 
I 

IL-_______ '-::-_______ "'", (per unit) 
1.0 
(b) 

1,1 (per unit) 

1.01---------..---------

° L...-______ --:-'-::-_______ "'m (per unit) 
1.0 

(e) 

Figure 13-19 Line current in adjustable-speed dc drives: 
(a) drive capability; (b) switch-mode converter drive; 
(c) line-frequency thyristor converter drive. 
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decreasing speed in a switch-mode drive. Therefore, the switch-mode drive results in a 
good displacement power factor. On the other hand, in a phase-controlled thyristor drive, 
lsi remains essentially constant as speed decreases, thus resulting in a very poor displace­
ment power factor at low speeds. 

As discussed in Chapters 5 and 6, both the diode rectifiers and the phase-controlled 
rectifiers draw line currents that consist of large harmonics in addition to the fundamental. 
These harmonics cause the power factor of operation to be poor in both types of drives. 
The circuits described in Chapter 18 can be used to remedy the harmonics problem in the 
switch-mode drives, thus resulting in a high power factor of operation. 

SUMMARY 

1. Because of mechanical contact between the commutator segments and brushes, dc 
motors require periodic maintenance. Because of arcing between these two surfaces, 
dc motors are not suitable for certain environments. 

2. In a dc motor, the field flux is established by either a field winding supplied through 
a dc current or permanent magnets located on the stator. The magnitude of the elec­
tromagnetic torque is directly proportional to the field flux and the armature current 
magnitude. This makes a dc motor ideal for servo drive applications. 

3. The induced back-emf across the armature-winding terminals is directly proportional 
to the field flux magnitude and the rotational speed of the rotor. 

4. A simple transfer function model can be obtained for a dc motor to obtain its dynamic 
performance. 

5. The form factor of the armature current is defined as the ratio of its rms value to its 
average value. A poor armature current waveform with a high form factor results in 
excessive armature heating, arcing across commutator segments and brushes, and 
large torque pulsations. Therefore, an appropriate remedial action should be taken to 
avoid damage to the dc motor. 

6. The dc motor drives utilize either the line-frequency controlled converters or the 
dc-dc switch-mode converters. By field weakening in a wound-field dc motor, the 
speed can be controlled beyond its rated value, without exceeding the rated armature 
voltage. 

7. The power factor at which a dc motor drive operates from the utility grid and the 
current harmonics injected into the utility grid depend on the type of converter used: 
line-frequency controlled converter or switch-mode dc-dc converter. 

PROBLEMS 

13-1 Consider a pennanent-magnet dc servo motor with the following parameters: 

T rated = 10 N-m 

tlrated = 3700 rpm 

kT = 0.5 N-mlA 
kE = 53VIlOOO rpm 

Ra = 0.37.n 
Te = 4.05 ms 

Tm =II.7ms 

Calculate the terminal voltage V, in steady state if the motor is required to deliver a torque of 
5 N-m at a speed of 1500 rpm. 
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13-2 GJ(s) = [oom(s)/V,(s)] is the transfer function of an unloaded and uncontrolled dc motor. Express 
G,(s) given by Eq. 13-27 in the following fonn: 

likE 
G1(s) = ~ 2 

I + 2sD/oo" + ;'/00" 

Calculate D and 00,. for the servomotor parameters given in Problem 13-1. Plot the magnitude and 
the phase of G,(s) by means of a Bode plot. 

13-3 Using the servomotor parameters given in Problem 13-1, calculate and plot the change in OOm as a 
function of time for a step increase of to V in the terminal voltage of that uncontrolled, unloaded 
servomotor. 

13-4 The servomotor of Problem 13-1 is driven by a full-bridge dc- dc converter operating from a 200-V 
dc bus. Calculate the peak-to-peak ripple in the motor current if a PWM bipolar voltage-switching 
scheme is used. The motor is delivering a torque of 5 N-m at a speed of 1500 rpm. The switching 
frequency is 20 kHz. 

13-5 Repeat Problem 13-4 if a unipolar voltage-switching scheme is used. 

13-6 In the servo drive of Problem 13-1, a PI regulator is used in the speed loop to obtain a transfer 
function of the following form in Fig. P13-6: 

oo(s) I 
F (s) = - = -----.....".......,. 

... oo*(s) I + s (W/oo,.) + ;/oo~ 

where D = 0.5 and 00,. = 300 rad/s. 

(a) Draw the Bode plot of the closed-loop transfer function F 9(S) = [6(s)/6*(s)] if a gain kp = 60 
is used for the proportional position regulator in Fig. P13-6. 

(b) What is the bandwidth of the above closed-loop system? 

Figure P13-6 

13-7 Consider the servomotor of Problem 13-1 in a speed-control loop. If an internal current loop is not 
used, the block diagram is as shown in Fig. P13-7a. where only a proportional control is used. If 
an internal current loop is used, the block diagram without the current limits is as shown in Fig. 
P13-7b. where 00,. is to times that in part a. 

W(8) 

Figure P13-7 
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Design the conttollers (K". K,,;. K;) to yield a conttolloop with slightly underdamped response 
(D = 0.7). Compare the two conttol schemes in terms of bandwidth and ttansient perfonnance, 
assuming that the current limit is not reached in either of them. 
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CHAPTER 14 

INDUCTION MOTOR 
DRIVES 

14-1 INTRODUCTION 

Induction motors with squirrel-cage rotors are the workhorse of industry because of their 
low cost and rugged construction. When operated directly from the line voltages (60 Hz 
utility input at essentially a constant voltage), an induction motor operates at a nearly 
constant speed. However, by means of power electronic converters, it is possible to vary 
the speed of an induction motor. The induction motor drives can be classified into two 
broad categories based on their applications: 

I. Adjustable-speed drives. One important application of these drives is in process 
control by controlling the speed of fans, compressors, pumps, blowers, and the 
like. 

2. Servo drives. By means of sophisticated control, induction motors can be used 
as servo drives in computer peripherals, machine tools, and robotics. 

The emphasis in this chapter is on understanding the behavior of induction motors and 
how it is possible to control their speed where the dynamics of speed control need not be 
very fast and precise. This is the case in most process control applications where induction 
motor drives are used. As a side benefit, use of induction motor drives results in energy 
conservation, as discussed below. 

Consider a simple example of an induction motor driving a centrifugal pump as 
shown in Fig. 14-10. where the motor and the pump operate at a nearly constant speed. 
To reduce the flow rate, the throttling valve is partially closed. This causes loss of energy 
across the throttling valve. This energy loss can be avoided by eliminating the throttling 
valve and driving the pump at a speed that results in the desired flow rate, as in Fig. 14-1b. 

In the system of Fig. 14-lb. the input power decreases significantly as the speed is 
decreased to reduce flow rate. This decrease in power requirement can be calculated by 
recognizing that in a centrifugal pump, 

Torque === kl (speed)2 (l4~1) 

and therefore, the power required by the pump from the motor is 

Power = k2(Speed)3 (14-2) 

where kl and k2 are the constants of proportionality. 
If the motor and the pump energy efficiencies can be assumed to be constant as their 

speed and loadings change, then the input power required by the induction motor would 
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Figure 14-1 Centrifugal pump: (a) 
constant-speed drive: (b) adjustable-speed 
drive. 

also vary as the speed cubed. Therefore, in comparison with a throttling valve to control 
the flow rate, the variable-speed-driven pump can result in significant energy conserva­
tion, where reduced flow rates are required for long periods of time. Moreover, pump 
systems are usually designed to provide a flow margin of 20- 30% over the maximum 
values of their actual flow. Therefore, an adjustable-speed pump can result in substantial 
energy conservation. This conclusion is valid only if it is possible to adjust the motor 
speed in an energy-efficient manner. As we will see in this chapter, energy efficiency 
associated with power electronic inverters (described in Chapter 8) used for controlling 
induction motor speeds is high over wide speed and load ranges. 

14-2 BASIC PRINCIPLES OF INDUCTION MOTOR OPERATION 

In a large majority of applications, induction motor drives incorporate a three-phase. 
squirrel-cage motor. Therefore, the discussion here also assumes a three-phase, squirrel­
cage induction motor. The stator of an induction motor consists of three phase windinp 
distributed in the stator slots. These three windings are displaced by 120° in space, wida 
respect to each other. The squirrel-cage rotor consists of a stack of insulated laminations.. 
It has electrically conducting bars inserted through it, close to the periphery in the axial 
direction, which are electrically shorted at each end of the rotor by end rings, th. 
producing a cagelike structure. This also illustrates the simple, low-cost, and rugged 
nature of the rotor. 

The objective of the following analysis is to explain as simply as possible the inta-­
action between the induction motor and the power electronic converter. With this objec­
tive in mind, the details of proportionalities between various motor variables are simply 
expressed as kj (where the subscriptj is assigned arbitrary numeric values). Moreover, Ibc 
motor is assumed to operate without any magnetic saturation. 

If a balanced set of three-phase sinusoidal voltages at a frequency f = w/2-rr an: 
applied to the stator, it results in a balanced set of currents, which establishes a flu 
density distribution Bag in the air gap with the following properties: (1) it has a constall 
amplitude and (2) it rotates with a constant speed, also called the synchronous speed, rI 
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Ws radians per second. The synchronous speed in a p-pole motor, supplied by frequency 
f, can be obtained as 

2-rr/(p/2) 2 2 
Ws = = - (2Trj) = - 00 III p p 

(radJs) (14-3) 

which is synchronized to the frequency I of the applied voltages and currents to the stator 
windings. In tenns of the revolutions per minute (rpm), the synchronous speed is 

Ws 120 
ns = 60 x - = -I (14-4) 

2-rr p 

The air gap flux <l>ag (due to the flux density distribution Bag) rotates at a synchronous 
speed relative to the stationary stator windings. As a consequence, a counter-emf, often 
called the air gap voltage Eag is induced in each of the stator phases at frequency I. This 
can be illustrated by means of the per-phase equivalent circuit shown in Fig. 14-2a, where 
Vs is the per-phase voltage (equal to the line-line nns voltage Vu divided by y'3) and 
Eag is the air gap voltage. Here Rs is the resistance of the stator winding and LIs is the 
leakage inductance of the stator winding. The magnetizing component 1m of the stator 
current Is establishes the air gap flux. From the magnetic circuit analysis, it can be seen 
that 

(14-5) 

where Ns is an equivalent number of turns per phase of the stator winding and L", is the 
magnetizing inductance shown in Fig. 14-20. 

From Faraday's law 

_ d<l>ag 
eag - Ns~ (14-6) 

With the air gap flux linking the stator phase winding to be <l>ag(t) = <l>agsin wt, Eq. 14-6 
results in 

(14-7) 

which has an nns value of 

(14-8) 

where k3 is a constant. 
The torque in an induction motor is produced by interaction of the air gap flux and 

the rotor currents. If the rotor is rotating at the synchronous speed, there will be no relative 
motion between <l>ag and the rotor, and hence there will be no induced rotor voltages, rotor 
currents, and torque. At any other speed Wr of the rotor in the same direction of the air 

I. 

fb) 

Figure 14-2 Per-phase representation: (a) equivalent circuit; (b) phasor diagram. 
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gap flux rotation, the motor is "slipping" with respect to the air gap flux at a relative 
speed called the slip speed WsI' where 

(14-9) 

This slip speed, normalized by the synchronous speed, is simply called the "slip" s: 

Slip s _ slip speed _ Ws - Wr 
(in per unit) - synchronous speed - Ws 

(14-10) 

Therefore, the speed of the air gap flux with respect to the motor is calculated as 

(14-11) 

From Faraday's law, the induced voltages in the rotor circuit are at a slip frequency fsl' 
which is proportional to the slip speed: 

Wsl 
fsl = -;;; f = sf 

s 
(14-12) 

The magnitude E, of this slip-frequency voltage that is induced in any of the rotor 
conductors can be obtained in a similar manner as the induced voltages in the stator 
phases. The same air gap flux <Pag links the rotor conductors as the one that links the stator 
windings. However, the flux density distribution in the air gap rotates at a slip speed w" 
with respect to the rotor conductors. Therefore, the induced emf Er in the rotor conductors 
can be obtained by replacing fin Eq. 14-8 by the slip frequency fsl. By assuming the 
squirrel-cage rotor to be represented by a three-phase short-circuited winding with the 
same equivalent number of turns Ns per phase as on the stator, we get 

(14-13) 

where k3 is the same as in Eq. 14-8. 
Since the rotor squirrel-cage winding is short circuited by the end rings, these induced 

voltages at the slip frequency result in rotor currents lr at the slip frequency fsl: 

(14-14) 

where Rr and Llr are the resistance and the leakage inductance of the per-phase equivalent 
rotor winding. The slip-frequency rotor currents produce a field that rotates at the slip 
speed with respect to the rotor and, hence, at the synchronous speed with respect to the 
stator (since Wsl + Wr = w.). The interaction of <Pag and the field produced by the rot« 
currents results in an electromagnetic torque. Losses in the rotor winding resistance ~ 

(l4-1S) 

Multiplying both sides of Eq. 14-14 by f!fsl and using Eqs. 14-8 and 14-13 give 

(14-16) 

as shown in Fig. 14-2a, wherefRrlfsl is represented as a sum of Rr and Rr{f - fsl)!fs' . .. 
Eq. 14-16, all rotor quantities are referred to Ns (the stator number of turns). By mw. 
plying both sides of Eq. 14-16 by I; and taking the real part Re[E);], the power crossu. 
the air gap, often called the air gap power Pag, is 

P - 3f 2 ag - j-R,Jr 
sl 

(14-17) 
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From Eqs. 14-17 and 14-15. the electromechanical power Pern is calculated as 

and 

_ _ f- fsl 2 
P ern - Pag - Pr - 3Rr-,-lr 

Jsl 

From Eqs. 14-9. 14-17. 14-ISa. and 14-ISb 

(l4-ISa) 

(l4-ISb) 

(l4-ISc) 

In the equivalent circuit of Fig. 14-2a, the loss in the rotor resistance and the 
per-phase electromechanical power are shown by splitting the resistance f(Rr/fsl) in Eq. 
14-16 into Rr and Rr(f - fs,)/fsl' 

The total current Is drawn by the stator is the sum of the magnetizing current 1m and 
the equivalent rotor current Ir (lr here is the component of the stator current that cancels 
out the ampere-turns produced by the actual rotor current): 

(14-19) 

The phasor diagram for the stator voltages and currents is shown in Fig. 14-2b. The 
magnetizing current 1m. which produces <Pag. lags the air gap voltage by 90°. The current 
I r • which is responsible for producing the electromagnetic torque. lags Eag by the power 
factor angle Or of the rotor circuit: 

_I 2-rrfs/.-lr -1 2-rrfLlr 
Or = tan ~ = tan Rrf/fsl (14-20) 

From electromagnetic theory. the torque produced is 

Tern = k4<PaglrSin 8 (14-21) 

where 

04-22) 

is the torque angle between the magnetizing current 1m. which produces <Pag. and Ir• which 
represents the rotor field. The applied per-phase stator voltage Vs is given as 

Vs = Eag + (Rs + j2-rrfLls)ls 04-23) 

In induction motors of normal design. the following condition is true in the rotor circuit 
at low values of fsl corresponding to normal operation: 

04-24) 

Therefore. Or in Eq. 14-20 approximately equals zero and the torque angle 8 in Eq. 14-22 
equals 90°. Therefore. in Eq. 14-21 

Tern = k4<PagIr 

From Eqs. 14-13 and 14-14, using the approximation in Eq. 14-24. 

Ir = ks<Pagfsl 

Combining Eqs. 14-25 and 14-26 yields 

Tern = ~<P;gfsl 

04-25) 

04-26) 

04-27) 
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The approximation in Eq. 14-24 also allows the relationship in Eq. 14-19 to result in 

I. = Vi;' + I; (14-28) 

For normal motor parameters, except at low values of operating frequency f, as will be 
discussed later, in Eq. 14-23 

04-29) 

Using Eq. 14-8 in Eq. 14-29 yields 

(14-30) 

From Eqs. 14-15 and 14-18a, the ratio of the power loss in the rotor to the electro­
mechanical output power P em is 

%Pr = ~ = J!!.-
Pem 1- lsi 

(14-31) 

The important equations for a frequency-controlled induction motor are summarized 
in Table 14-1, some of which assume that the condition in Eq. 14-24 is valid. 

The following important observations can be drawn from these relationships: 

1. The synchronous speed can be varied by varying the frequency I of the applied 
voltages. 

2. Except at low values off, the percentage of power loss in the motor resistance is 
small, provided/.1 is smaIl. Therefore, in steady state, the slip frequency 1.1 should 
not exceed its rated value (corresponding to the motor operation at the rated 
conditions listed on its nameplate). 

3. With small lSi' except at low values of I, the slip s is small and the motor speed 
varies approximately linearly with the frequency I of the applied voltages. 

4. For the torque capability to equal the rated torque at any frequency, .pag should be 
kept constant and equal to its rated value. This requires that V. must vary pro­
portionately to I (the voltage boost needed at low values of I is discussed later on). 

5. Since Ir is proportional to 1.1' to restrict the motor current Is from exceeding its 
rated value, the steady-state slip frequency lsi should not exceed its rated value. 

Based on the preceding observations, it can be concluded that the motor speed can be 
varied by controlling the applied frequency I. and the air gap flux should be kept constant 

Table 14-1 Important 
Relationships 

(Us - UJr s=--

hi = sf 

%P=~ 
, f- hI 

V, "'" k3<f1asf 
I, = k5<f1.JsI 

Tern = k6<f1;sf.1 
1m = k8<f1.g (from Eq. 14-5) 

I = - 1f+7i .r V/~ T I; 
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at its rated value by controlling the magnitude of the applied voltages in proportion to f. 
If an induction motor is controlled in such a way. then the motor is capable of supplying 
its rated torque while fsl. Ir' Is. and the percentage losses in the rotor circuit all remain 
within their respective rated values. 

14-3 INDUCTION MOTOR CHARACTERISTICS AT RATED (LINE) 
FREQUENCY AND RATED VOLTAGE 

Typical characteristics of an induction motor under nameplate values of frequency and 
voltage are shown in Figs. 14-3 and 14-4 where Tem and Ir' respectively. are plotted as 
functions of rotor speed and!.I' At low values Of!.I' Tem and Ir vary linearly with!.I' As 
!.I becomes larger. Tem and Ir no longer increase linearly with!'1 for the following reasons: 
(1) the rotor circuit inductive reactance tenn is no longer negligible compared to Rr in Eq. 
14-14; (2) Or in Eq. 14-20 becomes significant, thus causing 8 to depart from its optimum 
value of 90°; and (3) large values of I r , and hence Is. cause significant voltage drop across 
the stator winding impedance in Eq. 14-23 and hence cause <l>ag (=Eatf) to decline for a 
fixed supply input Vs at frequency f. All of these effects take place simultaneously, and 
the resulting torque and current characteristics for large!'1 are shown as dashed in Figs. 
14-3 and 14-4. The maximum torque that the motor can produce is called the pull-out 
torque. 

It should be emphasized that in the commonly used induction motor drives, which are 
discussed in detail in this chapter'!.1 is kept small, and hence. the dashed portions of the 
torque and the current characteristics of Figs. 14-3 and 14-4 are not used. However. if an 
induction motor is started from the line-voltage supply without a power electronic con-
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Figure 14-3 A typical torque-speed characteristic; 1'. andf are 
constant at their rated values. 
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Figure 14-4 Plot of Ir versus 1.1; V. and I are constant at their rated 
values. 

Steady-state speed 

Figure 14-5 Motor start­
up; V. and I are constant at 
their rated values. 

troller, it would draw 6 to 8 times its rated current at start-up as shown in Fig. 14-4. Figure 
14-5 shows the available acceleration torque (Tern - T1oad) for the motor to accelerate from 
standstill. Here, an arbitrary torque- speed characteristic of the load is assumed, and the 
intersection of the motor and the load characteristics determines the steady-state point of 
operation. 

14-4 SPEED CONTROL BY VARYING STATOR FREQUENCY AND 
VOLTAGE 

The discussion in Section 14-2 suggested that the speed can be controlled by varying/. 
which controls the synchronous speed (and, hence, the motor speed, if the slip is kepi 
small), keeping <j)ag constant by varying Vs in a linear proportion to/. We will examine 
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other speed control techniques later on, but varying the stator frequency and voltage is the 
preferred technique in most variable-speed induction motor drive applications, and hence, 
we will discuss it in detaiL 

14-4-1 TORQUE-SPEED CHARACTERISTICS 

From the relationships in Table 14-1 for small values of lsi' keeping <l>ag constant results 
in a linear relationship between Tern and lsi at any value of I: 

(14-32) 

whIch represents the solid portion of the torque-speed characteristic in Fig. 14-3. Since 
I is varied, it is preferable to express Tern as a function of the slip speed Wsi. From Eqs. 
14-3 and 14-12 

lsi 4'JT 
Wsl = 7 Ws :=: p lsi (14-33) 

From Eqs. 14-32 and 14-33 

(14-34) 

Such a characteristic is shown in Fig. 14-6 for frequency I equal toll with a corresponding 
synchronous speed wsi • 

The torque-speed characteristics shift horizontally in parallel, as shown in Fig. 14-6 
for four different values of f. To explain this, consider two frequencies II and 12. The 
synchronous speeds Wsl and ws2 are in proportion toll andi2. If an equal load torque is 
to be delivered at both these frequencies, from Eq. 14-34, Wsll :=: wsn. Therefore, in the 
torque-speed plane of Fig. 14-6, equal torques and equal slip speeds (at/l andi2) result 
in parallel but horizontally shifted characteristics. 

Note that at a constant load torque, the slip frequency (which is the frequency of the 
induced voltages and currents in the rotor circuit in hertz) is constant, but from Eq. 14-12 
the slip s goes up as frequency I goes down. From Eq. 14-31, the percentage power loss 
in the rotor increases as/is decreased to reduce the motor speed. However, in many loads 
such as the centrifugal pumps, compressors, and fans, the load torque varies by the square 
of the speed, as given by Eq. 14-1. In such cases ,is, as well as s declines with decreasing 
frequency, as shown in Fig. 14-7. Hence, the rotor losses remain smaiL 

I "'''II = Gonstant I 

load torque 
(constant) 

Figure 14-6 Torque-speed characteristics at small slip with a 
constant 4>8/!; constant load torque. 
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T.m. I ... = constant I 

Figure 14-7 Centrifugal load torque; torque varies as the speed 
squared . 

• Emmp/e 14·1 A four-pole, lO-hp, 460-V motor is supplying its rated power to 
a centrifugal load at a 6O-Hz frequency. Its rated speed is ]746 rpm. 

Calculate its speed, slip frequency, and slip when it is supplied by a 230-V, 30-Hz 
source. 

Solution 

At 60 Hz, 

ns = 1800 rpm (four-pole) 
1800 - 1746 

Srared = 1800 = 3% 

(Is')rared = Sraredl = 0.03 x 60 1.8 Hz 
(nsl)rared 1800 - 1746 54 rpm 

At 30 Hz, keeping Vslf constant, 

1 
Tern:::=: 4:Trate4 (centrifugal load; using Eq. 14-1) 

1 1.8 
lsi = 4: (fsl)raled = 4"" = 0.45 Hz (using Eq. 14-32) 

]20 ]20 
nsl = -I-lSI = -4 x 0.45 = 13.5 rpm po es 
ns = 900 rpm 

:. nr = ns - nsl = 900 - 13.5 = 886.5 rpm 
lsi 0.45 

S = I = 30 = 1.5% 

14-4-2 START-UP CONSIDERATIONS 

• 

For a solid-state inverter-driven induction motor, it is an important consideration to keep 
the current draw from becoming large during start-up. This can be achieved by consid­
ering the following relationship: for a constant $ag from Eq. 14-26 

(14-35) 
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Trated 1 rated 
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Istart -..--1 1.1 0 

\ I • 
(I,!),tart = Istart Figure 14-8 Frequency at start-up. 

Using Eqs. 14-32 and 14-35, Tern and Ir are plotted in Fig. 14-8 to show how the motor 
can be started at a small applied frequency I (= 151Brt). Since at start-up lsi equals 151art' Ir 
can be limited by selecting an appropriate fslBrt. With a constant 1m due to a constant <Pag' 
the stator current Is is therefore kept from becoming large. 

For example, if the starting torque is required to be 150% of the rated torque and the 
solid-state drive can withstand a current overload of 150% on a short-term basis, the 
starting frequency fslBrt can be determined from the motor nameplate ratings. For the motor 
in Example 14-1, the starting frequency for 150% torque (and, hence, current) based on 
the rated speed of 1746 rpm at 60 Hz is calculated by using Fig. 14-8 as 

T51Brt 
151art = T (fsl)rated 

rated 

= 1.5 X 1.8 = 2.7 Hz 

(14-36) 

In practice, the stator frequency I is increased continuously at a preset rate, as shown in 
Fig. 14-9, which does not let the current Is exceed a specified limit (like 150% of the 
rated) until the final desired speed has been achieved. This rate is decreased for higher 
inertia loads to allow the rotor speed to catch up. 

14-4-3 VOLTAGE BOOST REQUIRED AT LOW FREQUENCIES 

The effect of Rs at low values of operating frequency I cannot be neglected, even if lsi is 
small. This can be easily seen if the following observation is made: in induction motors 
of normal design, 2-rrjLlr is negligible in comparison to Rr(fllsl) in the equivalent circuit 

I 

Figure 14-9 Ramping of frequency f at 
start-up. 
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-jR.Im 
v. 

- _ Reference 

Figure 14-10 Phasor diagram at a small value offsl. 

of Fig. 14-2a. Therefore, I, will be in phase with Eag. Using Eag as the reference phasor, 
Is = I, - jim. Therefore, Eq. 14-23 can be written as 

Vs = [Eag + (27rfL/s)/m + Rsl,] + j[(27rfL/s)/, - Rslm] (14-37) 

and represented by the phasordiagram of Fig. 14-10. As shown by Fig. 14-10, the second 
term in the right-hand side of Eq. 14-37 corresponds to a phasor that is almost perpen­
dicular to V s' and therefore, its influence on the magnitude of Vs can be neglected: 

Vs = Eag + (27rfL/s)/m + Rsl, (14-38a) 

If <l>ag is kept constant, Eag varies linearly with f. If <l>ag is kept constant, 1m is also 
constant. Therefore, the additional voltage required due to Lis in Eq. 14-38a is also 
proportional to the operating frequency f. Therefore, for a constant <l>ag' Eq. 14-38a can 
be written as 

(l4-38b) 

Equation 14-38b shows that the additional voltage required to compensate for the voltage 
drop across Rs to keep <l>ag constant does not depend onfbut depends on I,. Recognizing 
that I, is proportional to Tern' the terminal voltage Vs required to keep <l>ag constant at the 
rated torque is shown by a solid line in Fig. 14-11. A voltage proportional to f, with the 
rated voltage at the rated frequency, is indicated by a dashed line in Fig. 14-11. The 
voltage boost required to maintain a constant air gap flux for a given Tern can be obtained 
from Eq. 14-38b and Fig. 14-11. Figure 14-11 shows that to keep <l>ag constant, a much 

v. 

(V.)r.ted 
V. = CGnstant = (V.),atad 
{ (rated 

~--------_---J'----_f(Hz) 

frated 

Figure 14-11 V oltage boost required to keep ~ag constant. 
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higher percentage voltage boost is required at low operating frequencies due to the voltage 
drop across Rs' whereas at large values of I, the voltage drop across Rs can be neglected 
in comparison to Eag. The voltage required at no load is shown by a short-long dashed 
line. 

14-4-4 INDUCTION MOTOR CAPABILITY: BELOW AND ABOVE THE 
RATED SPEED 

Speed control by means of frequency (and voltage) variation also allows the capability to 
operate the motor not only at speeds below the rated speed but also at above the rated 
speed. This capability is very attractive in many applications, since most induction mo­
tors, because of their rugged construction, can be operated up to twice the rated speed 
without mechanical problems. However, the torque and power capabilities as a function 
of rotor speed need to be clearly established. 

The motor torque-speed characteristics are shown in Fig. 14-12a. In Fig. 14-12b, 
Vs' I" 1m , and Tern are plotted as functions of the normalized rotor speed; lsi and s are 
plotted in Fig. 14-12c. It should be noted that in large motors at the limit of motor 
capability, Is = I" since the contribution of 1m to Is in Eq. 14-28 is small. 

14-4-4-1 Below the Rated Speed: Constant-Torque Region 

In the region of speed below its rated value, the solid curves in Fig. 14-12a show the 
motor torque-speed characteristics at low values of lsi where <Vag is kept constant by 
controlling Vs/f. The stator voltage magnitude is decreased approximately in proportion to 
the frequency from its rated value down to very low values, as shown in Fig. 14-12b. If 
<Vag is maintained constant, the motor can deliver its rated torque (on a continuous basis) 
by drawing its rated current at a constantlsl as shown in Fig. 14-12. Therefore, this region 
(below the rated speed) is called the constant-torque region. 

In this region, lsi remains constant at its full-load (rated) value while delivering the 
rated torque. Figure 14-12c shows lsi and s. 

At the constant rated torque, the power loss P, = 3R,I; in the rotor resistances is also 
constant, where I, stays constant. However, in practice, getting rid of this rotor heat due 
to P, becomes a problem at low speeds due to reduced cooling. Therefore, unless the 
motor has a constant-speed fan or is designed to be totally enclosed and nonventilated, the 
torque capability drops off at very low speeds. It should be noted that this is of no concern 
in centrifugal loads where the torque requirement is very low at low speeds. 

14-4-4-2 Beyond the Rated Speed: Constant-Power Region 

By increasing the stator frequency above its nominal (rated) value, it is possible to 
increase the motor speed beyond the rated speed. In most adjustable-speed drive appli­
cations, the motor voltage is not exceeded beyond its rated value, unlike that explained in 
Section 14-4-4-4. Therefore, by keeping Vs at its rated value, increasing the frequency I 
results in a reduced Vsifand, hence, a reduced <Vag. From Eqs. 14-27, 14-30, and 14-33 
in this region 

kl3 
Tern = 12 Wsl (14-39) 

which results in torque- speed curves whose slopes are proportional to (l/f)2, as shown 
in Fig. 14-120 for higher than rated frequencies. 
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Figure 14-12 Induction motor characteristics and capabilities. 

At the limit of the motor capability in this region, IT equals its rated value, similar to 
the previous region. This corresponds to a constant s = Isil in this region, which can be 
shown by using Eqs. 14-12, 14-26. and 14-30: 

(14-40) 
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The slip frequency lsi now increases with I, as shown in Fig. 14-12c. At a constant 
slip 

(14-41) 

Using both Vs andlsllas constants, the maximum torque in this region can be calculated 
from Eqs. 14-27 and 14-30 in terms of the rated torque and the rated frequency: 

Irated 
T ern•max ;: T T rated (14-42) 

Therefore Pern•max ;: wrTern•max can be held constant at its rated value, recognizing from 
Eq. 14-41 that Wr is proportional to I. Hence, this region of operation is called the 
constant-power region. In Fig. 14-12b, Vs' Ir' 1m, and the maximum steady-state Tern are 
plotted. 

In practice, the motor can deliver higher than its rated power by noting that (1) 1m 
goes down as a result of decreased cPag' and therefore, Is equal to its rated value allows 
a higher value of Ir and hence higher torque and power, and (2) since 1m is decreased, the 
core losses are reduced and, at the same time, there is better cooling at higher speeds. 

14-4-4-3 High-Speed Operation: Constant-lsI Region 

With Vs equal to its rated value, depending on the motor design, beyond a speed some­
where in a range of 1.5-2 times the rated speed, cPag is reduced so much that the motor 
approaches its pull-out torque, as is shown in Fig. 14-12a. At still higher speeds, the 
motor can deliver only a fixed percentage of the pull-out torques, as shown graphically by 
Fig. 14-12a, and wsils/) becomes constant. Therefore, the torque capability declines as 

1 
T ern•rnax ::.: kUif (14-43) 

Both the torque and the motor current decline with speed, as is shown in Fig. 14-12b. 
Keeping Vs constant, the motor torque in this region is not limited by the current-handling 
capability of the motor, since the current at the limit is less than its rated value and 
declines with speed, as is shown in Fig. 14-12b; rather, it is limited by the maximum 
torque produced by the motor. 

14-4-4-4 Higher Voltage Operation 

In most motors, the voltage insulation level is much higher than the specified rated voltage 
of the motor. Therefore, by means of a proper solid-state power source, it is possible to 
apply a higher than rated voltage at speeds above the rated speed of the motor. This is 
particularly easy to see in the case of a dual-voltage motor, for example, a 230/460-V 
motor. With the motor connected for a 230-V operation, if 460 V is applied at twice the 
rated frequency, the motor operates at the rated air gap flux and, hence, can deliver its 
rated torque without exceeding its current rating. Since the motor under these conditions 
will run at twice its rated speed, it will also deliver twice its rated power. Before using a 
motor in this manner, the motor manufacturer ought to be consulted. 

14-4-5 BRAKING IN INDUCTION MOTORS 

In many applications, it is repeatedly required to quickly reduce the motor speed or to 
bring it to a halt. One of the advantages of using a variable-frequency controller for speed 
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control is that it can accomplish this in a controlled manner. This provides a controlled 
alternative to the following ways of speed reduction, which are not as attractive: mechan­
ical brakes, which waste energy associated with load-motor inertia and whose brake pads 
wear out with repeated use; letting the motor coast to a halt, which could take a long time; 
and "plugging" where the phase sequence of the utility supply to the motor is suddenly 
reversed, causing large currents to flow into the utility source and bringing the motor to 
a halt in an uncontrolled manner. 

To understand braking in induction motors, it should be realized that it is possible to 
operate an induction machine as a generator by mechanically driving it above the syn­
chronous speed (which is related to the supply voltage frequency). As shown in Fig. 
14-13a, a rotor speed higher than Ws results in a negative slip speed Wsl and a negative slip 
s. The torque-speed characteristic corresponding to Wr > Ws is shown in Fig. 14-13b, 
where the electromagnetic torque developed in this mode is negative and acts in an 
opposite direction to the direction of rotating magnetic field. 

Note that for the induction machine to operate in a generator mode, the ac voltages 
must be present at the stator terminals, that is, the machine will not generate, for example, 
if only a resistor bank is connected to the stator terminals and the shaft is turned; there is 
no source to establish the rotating magnetic field in the air gap. 

The generation mechanism discussed before is used to provide braking in variable­
frequency induction motor drives. Figure 14-14 shows the motor torque-speed charac­
teristics at two frequencies, assuming a constant c!>ag. These curves are extended beyond 
the corresponding synchronous speeds. Consider that the motor is initially operating with 
a stator frequency 10 at a rotor speed of WM) below WsO. If the stator frequency is decreased 
to I., the new synchronous speed is W s1 • The slip speed becomes negative and thus T_ 
becomes negative, as is shown in Fig. 14-14. This negative Tern causes the motor speed 
to decrease quickly and some of the energy associated with the motor-load inertia is fed 
into the source connected to the stator. 

In practice, the stator frequency (keeping c!>ag constant) is reduced slowly to avoid 
large currents through the variable-frequency controller. This procedure, if used to hriDB 
the motor to a halt, can be viewed as opposite of the start-up procedure. It should be notal 
that the variable-frequency controller must be capable of handling the energy supplied '" 
the motor in the braking mode. 

Speed of airgap field "'. 

Motoring 
mode 

T.", 

Wr > Ws ----------~r---------~~i 

"'.1 = "'s - "'r = negative 

(tt) 

Figure 14-13 Generation mode. 

(b) 

Geration 
mode 

I 
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Figure 14-14 Braking (initial motor 
speed is Wrt) and the applied frequency 
is instantaneously decreased from/o to 
11)' 

14-5 IMPACT OF NONSINUSOIDAL EXCITATION ON INDUCTION 
MOTORS 

In the preceding section, it was assumed that the induction motors are supplied from a 
three-phase, balanced, and sinusoidal set of voltages. In practice, the inverters used in 
variable-frequency controllers produce three phase voltages or currents that are identical 
in each phase, except for the 120° phase displacement. Unfortunately, these are not purely 
sinusoidal and contain higher frequency components that are harmonics of the fundamen­
tal frequency, as discussed in Chapter 8. In the following analysis, we will assume that 
the motor is supplied by three-phase voltage sources, as in the case of a voltage source 
inverter. This analysis can be easily modified to three-phase current sources, 88 in the case 
of a current source inverter. 

14-5-1 HARMONIC MOTOR CURRENTS 

As a first-order approximation, the motor currents in the presence of harmonic voltage 
components can be found by calculating each harmonic current component ih (at harmonic 
h) from the per-phase equivalent circuit of Fig. 14-2a. Then the motor currents can be 
obtained by using the principle of superposition and adding the fundamental and all other 
harmonic current components. 

At a harmonic h (which, in practice, will be odd and not a multiple of 3), the flux 
produced by the voltage components (vah• Vbh' vch) rotates in the air gap at a speed of 

(14-44) 

where the direction may be the same or in opposition to the rotor's direction of rotation. 
It can be easily verified that the flux produced by the harmonics h = 6n - 1 (where, n = 
1,2,3, ... ) has an opposite phase rotation compared with the fundamental. Therefore, 
these harmonics result in a flux rotation opposite to that of the rotor. Harmonics h = 6n 
+ 1 (where n = 1,2,3, ... ) produce a flux rotation in the same direction as the rotor. 

Under a variable-frequency operation for speed control, the motor rotates at a rea­
sonably small value of slip; thus, to a first-order approximation, the rotor speed can be 
assumed to be the same as the fundamental-frequency synchronous speed: 

(14-45) 
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Therefore, at a harmonic h in the equivalent circuit of Fig. 14-2a, using Eqs. 14-44 and 
14-45, the rotor slip relative to the synchronous speed at the harmonic frequency is 

Wsh ± Wr h ± I 
Slip Sh = = -- = I 

Wsh h 
(14-46) 

where the plus-or-minus sign corresponds to the direction of air gap flux rotation in 
opposition to or the same as the rotor's direction of rotation, respectively. Recognizing 
that Wr = Ws and Sh = 1, an approximate equivalent circuit at the frequency of harmonic 
h is shown in Fig. 14-15, which is obtained by the equivalent circuit of Fig. 14-2a by 
neglecting Lm. If the motor is excited from a voltage source and the harmonic components 
of the stator voltage Vs are known, the corresponding harmonic components in the motor 
current is can be obtained by using the principle of superposition and the harmonic 
equivalent circuit of Fig. 14-15 for each harmonic, one at a time. 

For calculating the harmonic current components, the magnetizing components can 
generally be neglected and the harmonic current magnitude is primarily determined by the 
leakage reactances at the harmonic frequency, which dominate over Rs and R r: 

Vh 
Ih = :----"--­

hw(Lls + L1r) 
(14-47) 

Equation 14-47 for Ih shows that by increasing the frequencies at which the harmonic 
voltages occur in the converter output (which is accomplished by increasing the switching 
frequency, as discussed in Chapter 8), the magnitudes of harmonic currents can be 
reduced. Note that the foregoing procedure for calculating harmonic currents is at best a 
first-order approximation, since the motor leakage reactances and resistances vary with 
frequency. 

14-5-2 HARMONIC LOSSES 

The per-phase additional power loss in the copper of stator and rotor windings due to these 
harmonic currents can be approximated as 

00 

M'cu = 2: (Rs + Rr)I~ (14-48) 
h=2 

where Rs and Rr increase in a nonlinear manner with harmonic frequencies. It is tedious 
to estimate the additional core losses due to harmonic frequency eddy currents and 
hysteresis. These and the additional stray losses depend on the motor geometry, magnetic 
material used, lamination thickness, which may have been optimized for the 6O-Hz 
frequency, and so on. These additional losses, which may be significant, can be mea­
sured, and the estimation procedures have been discussed in the literature. In general, 
these additional losses are in a range of 10-20% of the total power losses at the rated load. 

Figure 14-15 Per-phase harmonic 
equivalent circuit. 
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14-5-3 TORQUE PULSATIONS 

Presence of harmonics in the stator excitation results in a pulsating-torque component. If 
the pulsating torques are at low frequencies, they can cause troublesome speed fluctua­
tions and shaft fatigue. 

Considering the lowest harmonic frequencies, which are fifth and seventh in a three­
phase square-wave inverter, the generation of a pUlsating-torque component can best be 
explained by considering these harmonic excitations one at a time. 

In Fig. 14-160, the seventh harmonic excitation results in an air gap flux component 
rotating at a speed 700 .. in the same direction as the fundamental air gap flux and the rotor. 
Assuming the rotor speed to be approximately equal to 00 .. , it is easy to see that the rotor 
field produced consists of the fundamental component Brl at a speed of 00 .. and the seventh 
harmonic component Br7 at a speed of 700 .. , as is shown in Fig. 14-160. Fields 4lagl and 
Brl rotate at the same speed and, hence, result in a nonpulsating torque. The same is true 
for the interaction of 4lag7 and Br7 , which rotate at the same speed. However, the relative 
speed between 4lag7 and Brl is 00, ... Similarly, the relative speed between 4lagl and Br7 is 
oo,s' Therefore, both these interactions produce torque components that pulsate at a sixth 
harmonic frequency. 

In Fig. 14-16b, the fifth harmonic excitation results in an air gap flux that rotates at 
a speed of 500 .. in a direction opposite to the rotor. The induced rotor fields are shown in 
Fig. 14-16b. Here 4lagS interacts with Bd and 4lagl interacts with BrS to produce torque 
components, both of which pulsate at a sixth harmonic frequency. 

The above discussion shows that both fifth and seventh harmonic excitations combine 
to produce a torque that pulsates at the sixth harmonic frequency. Similar calculations can 
be made for other harmonic frequency excitations. 

The effect of torque ripple on the ripple in the rotor speed can be written as follows, 
assuming no resonance occurs: 

. . amplitude of torque ripple 
Amphtude of speed npple == k17 • I fr .. npp e equency x mertla 

(14-49) 

which shows that a given amplitude of torque ripple may result in negligible speed ripple 
at high ripple frequencies. 

Non-pulsating Non-pulsating 
torque torque 

Non-pulsating Non-pulsating 
torque torque 

w. "...,1 
Air-gap fluxes 

w. 

7w, "...,7 "...,s 
Air-gap fluxes 

5wt 

w, Bd w, Rotor fields Rotor fields 

fa) (6) 

Figure 14-16 Torque pulsations: (a) seventh hannonic; (b) fifth hannonic. 
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14-6 VARIABLE-FREQUENCY CONVERTER CLASSIFICATIONS 

Based on the discussion in the previous section, the variable-frequency converters, which 
act as an interface between the utility power system and the induction motor, must satisfy 
the following basic requirements: 

1. Ability to adjust the frequency according to the desired output speed 

2. Ability to adjust the output voltage so as to maintain a constant air gap flux in the 
constant-torque region 

3. Ability to supply a rated current on a continuous basis at any frequency 

Except for a few special cases of very high power applications where cycloconverters 
are used (these are briefly discussed in Chapter 15), variable-frequency drives employ 
inverters with a dc input, as discussed in Chapter 8. Figure 14-17 illustrates the basic 
concept where the utility input is converted into dc by means of either a controlled or an 
uncontroUed rectifier and then inverted to provide three phase voltages and currents to the 
motor, adjustable in magnitude and frequency. These converters can be classified based 
on the type of rectifier and inverter used in Fig. 14-17: 

1. Pulse-width-modulated voltage source inverter (PWM-VSI) with a diode rectifier 

2. Square-wave voltage source inverter (square-wave VSI) with a thyristor rectifier 

3. Current source inverter (CSI) with a thyristor rectifier 

As the names imply, the basic difference between the VSI and the CSI is the fol­
lowing: In the VSI, the dc input appears as a dc voltage source (ideally with no internal 
impedance) to the inverter. On the other hand, in the CSI, the dc input appears as a de 
current source (ideally with the internal impedance approaching infinity) to the inverter. 

Figure 14-18a shows the schematic of a PWM-VSI with a diode rectifier. In the 
square-wave VSI of Fig. 14-18b, a controlled rectifier is used at the front end and the 
inverter operates in a square-wave mode (also called the six-step). The line voltage may 
be single phase or three phase. In both VSI controllers, a large dc bus capacitor is used 
to make the input to the inverter appear as a voltage source with a very small internal 
impedance at the inverter switching frequency. 

From the schematic of VSI converters shown in Figs. 14-18a and 14-18b, it is 
recognized that the switch-mode, dc-to-ac VSls have been discussed previously in Chap­
ter 8 in both square-wave and PWM modes of operation. It should be noted that, in 
practice, only three-phase motors are controlled by means of variable frequency. There­
fore, only the dc-to-three-phase-ac inverters are applicable here. Also, the controlled and 
uncontrolled (diode) rectification of single-phase and three-phase ac inputs to dc has been 
discussed in detail in Chapters 5 and 6. Therefore, the main emphasis in this chapter will 
be on the interaction of VSIs with induction motor type of loads. 

Variable frequenc, Cflnverter 
i---------------l 
I dc I 

Ie I I 
H~-__IlIleter 

6O-Hz \ \ 
(1-'; L J Owtl!)ut 
~ _______________ ~~~w~p 
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Figure 14-17 Variable-frequency converter. 
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Figure 14-18 Classification of variable-frequency converters: 
(0) PWM-VSI with a diode rectifier; (b) square-wave VSI with a 
controlled rectifier; (c) CSI with a controlled rectifier. 

Figure 14-18c shows the schematic of a CSI drive where a line-voltage-commutated 
controlled converter (discussed in Chapter 6) is used at the front end. Because of a large 
inductor in the dc link, the input to the inverter appears as a dc current source. The 
inverter utilizes thyristors, diodes, and capacitors for forced commutation. 

14-7 VARIABLE-FREQUENCY PWM-VSI DRIVES 

Figure 14-19a shows the schematic of a PWM-VSI drive, assuming a three-phase utility 
input. As a brief review of what has already been covered in Chapter 8, a PWM inverter 
controls both the frequency and the magnitude of the voltage output. Therefore, at the 
input, an uncontrolled diode bridge rectifier is generally used. One possible method of 
generating the inverter switch control signals is by comparing three sinusoidal control 
voltages (at the desired output frequency and proportional to the output voltage magni­
tude) with a triangular waveform at a selected switching frequency, as shown in Fig. 
14-19b. 

As discussed in Chapter 8, in a PWM inverter, the harmonics in the output voltage 
appear as sidebands of the switching frequency and its multiples. Therefore, a high 
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Figure 14-19 PWM-VSI: (a) schematic; (b) wavefonns. 

switching frequency results in an essentially sinusoidal current (plus a superimposed small 
ripple at a high frequency) in the motor. 

Since the ripple current through the dc bus capacitor is at the switching frequency, the 
input dc source impedance seen by the inverter would be smaller at higher switching 
frequencies. Therefore, a small value of capacitance suffices in PWM inverters, but this 
capacitor must be able to carry the ripple current. A small capacitance across the diode 
rectifier also results in a better input current wavefonn drawn from the utility source. 
However, care should be taken in not letting the voltage ripple in the dc bus voltage 
become too large, which would cause additional harmonics in the voltage applied to the 
motor. 

14-7-1 IMPACT OF PWM-VSI HARMONICS 

In a PWM inverter output voltage, since the harmonics are at a high frequency, the ripple 
in the motor current is usually small due to high leakage reactances at these frequencies. 
Since these high-frequency voltage harmonics can have as high or even higher amplitude 
compared to the fundamental-frequency component, the iron losses (eddy current and 
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hysteresis in the stator and the rotor iron) dominate. In fact, the total losses due to 
harmonics may even be higher with a PWM inverter than with a square-wave inverter. 
This comparison would of course depend on the motor design class, magnetic material 
property, and switching frequency. Because of these additional harmonic losses, it is 
generally recommended that a standard motor with a 5-10% higher power rating be used. 

In a PWM drive, the pulsating torques developed are small in amplitude and are at 
high frequencies (compared to the fundamental). Therefore, as shown in Eq. 14-49, they 
produce little speed pulsations because of the motor inertia. 

14-7-2 INPUT POWER FACTOR AND CURRENT WAVEFORM 

The input ac current drawn by the rectifier of a PWM-VSI drive contains a large amount 
of harmonics similar to that discussed in Chapter 5. Its waveform is shown in Fig. 14-19b 
for a single-phase and a three-phase input. As discussed in Chapter 5, the input inductance 
Ls improves the input ac current waveform somewhat. Also, a small dc-link capacitance 
will result in a better waveform. 

The power factor at which the drive operates from the utility system is essentially 
independent of the motor power factor and the drive speed. It is only a slight function of 
the load power, improving slightly at a higher power. The displacement power factor 
(DPF) is approximately 100%, as can be observed from the input current waveforms of 
Fig. 14-19b. 

14-7-3 ELECTROMAGNETIC BRAKING 

As we discussed in Section 14-4-5, the powerftow during electromagnetic braking is from 
the motor to the variable-frequency controller. During braking, the voltage polarity across 
the dc-bus capacitor remains the same as in the motoring mode. Therefore, the direction 
of the dc bus current to the inverter gets reversed. Since the current direction through the 
diode rectifier bridge normally used in PWM-VSI drives cannot reverse, some mechanism 
must be implemented to handle this energy during braking; otherwise the dc-bus voltage 
can reach destructive levels. 

One way to accomplish this goal is to switch on a resistor in parallel with the dc-bus 
capacitor, as is shown in Fig. 14-20a, if the capacitor voltage exceeds a preset level, in 
order to dissipate the braking energy. 
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Figure 14-20 Electromagnetic braking in PWM-VSl: (a) dissipative 
braking; (b) regenerative braking. 
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An energy-efficient technique is to use a four-quadrant converter (switch-mode or a 
back-to-back connected thyristor converter) at the front end in place of the diode bridge 
rectifier. This would allow the energy recovered from the motor-load inertia to be fed 
back to the utility supply, as shown in Fig. 14-20b. since the current through the four­
quadrant converter used for interfacing with the utility source can reverse in direction. 
This is called regenerative braking since the recovered energy is not wasted. The decision 
to employ regenerative braking over dissipative braking depends on the additional equip­
ment cost versus the savings on energy recovered and the desirability of sinusoidal 
currents and unity power factor operation from the utility source. 

14-7-4 ADJUSTABLE-SPEED CONTROL OF PWM-VSI DRIVES 

In VSI drives (both PWM and square-wave type), the speed can be controlled without a 
speed feedback loop, where there may be a slower acting feedback loop through the 
processor controller, as explained in Chapter 12. Figure 14-21 shows such a control. The 
fequency / of the inverter output voltages is controlled by the input speed reference signal 
Wref' The input command Wref is modified for protection and improved performance, as 
will be discussed shortly, and the required control inputs (ws or / and Vs signals) to the 
PWM controller in Fig. 14-21 are calculated. The PWM controller can be realized by 
analog components, as discussed in Chapter 8 and indicated by Fig. 14-19b. The control 
signals (e.g., va control) can be calculated from the/and Vs signals and by knowing Vd and 
V trio ' 

As discussed in Chapter 8, a synchronous PWM must be used. This requires that the 
switching frequency vary in proportion to /. To keep the switching frequency close to its 
maximum value, there are jumps in m, and, hence, in/s as / decreases, as shown in Fig. 
14-22. To prevent jittering at frequencies where jumps occur, a hysteresis must be pro­
vided. Digital ICs such as HEF5752V are commercially available that incorporate many 
of the functions of the PWM controller described earlier. 

For protection and better speed accuracy, current and voltage feedback may be 
employed. These signals are required anyway for starting/stopping of the drive, to limit 
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Figure 14-21 Speed control circuit. Motor speed is not measured. 

ac input 
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Figure 14-22 Switching frequency versus the fundamentaJ 
frequency. 

the maximum current through the drive during acceleration!deceleration or under heavy 
load conditions, and to limit the maximum dc link voltage during braking of the induction 
motor. Because of slip, the induction motor operates at a speed lower than the synchro­
nous speed. It is possible to approximately compensate for this slip speed, which increases 
with torque, without measuring the actual speed. Moreover, a voltage boost is required at 
lower speeds. To meet these objectives, the motor currents and the dc link voltage Vd 
across the capacitor are measured. To represent the instantaneous three-phase ac motor 
currents, a current io at the inverter input, as shown in Fig. 14-21, is measured. The 
foUowing control options are described: 

l. Speed control circuit. As shown in Fig. 14-21, a speed control circuit accepts 
the speed reference signal wr,ref as the input that controls the frequency of the 
inverter output voltages. By the ramp limiter, the maximum acceleration!decel­
eration rates can be specified by the user through potentiometers that adjust the 
rate-of-change allowed to the speed reference signal. During the acceleration! 
deceleration condition, it is necessary to keep the motor current io and the dc-bus 
voltage Vd within limits. 

If the speed regulation is to be improved, to be more independent of the load 
torque, it also accepts an input from the slip compensation subcircuit, as shown 
in Fig. 14-21 and explained in item 3 below. 

2. Current-limiting circuit. A current-limiting circuit is necessary if a speed ramp 
limiter as in Fig. 14-21 is not used. In the motoring mode, if Ws is increased too 
fast compared to the motor speed, then Wsl and, hence, io would increase. To limit 
the maximum rate of acceleration so that the motor current stays below the current 
limit, the actual motor current is compared with the current limit, and the error, 
through a controller, acts on the speed control circuit by reducing the acceleration 
rate (i.e., by reducing ws)' 

In the braking mode, if Ws is reduced too fast, the negative slip would become 
large in magnitude and would result in a large braking current through the motor 
and the inverter. To restrict this current to the current limit during the braking, the 
actual current is compared with the current limit, and the error, fed through a 
controller, acts on the speed control circuit by decreasing the deceleration rate 
(i.e., by increasing ws). During braking, the dc-bus capacitor voltage must be kept 
within a maximum limit. If there is no regenerative braking, a dissipation resistor 
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is switched on in parallel with the dc-bus capacitor to provide a dynamic braking 
capability. If the energy recovered is larger than that lost through various losses, 
the capacitor voltage could become excessive. Therefore, if the voltage limit is 
exceeded, the control circuit decreases the deceleration rate (by increasing ws). 

3. Compensation for slip. To keep the rotor speed constant, a tenn must be added 
to the applied stator frequency, which is proportional to the motor torque Tern' as 
can be seen from Fig. 14-6: 

(14-50) 

The second tenn in Eq. 14-50 is calculated by the slip compensation block of Fig. 
14-21. One option is to estimate Tern' This can be done by measuring the dc power 
to the motor and subtracting the losses in the inverter and in the stator of the motor 
to get the air-gap power Pag. From Eqs. 14-3 and 14-18c, Tern can be calculated. 

4. Voltage boost. To keep the air gap flux cl>ag constant, the motor voltage must be 
(as found by combining Eqs. 14-38b and 14-25) 

(14-51) 

Using Tern as calculated in item 3 above and knowing ws' the required voltage can 
be calculated from Eq. 14-51. This provides the necessary voltage boost in Fig. 
14-21. 

It should be noted that, if needed, the speed can be precisely controlled by measuring 
the actual speed and thereby using the actual slip in the block diagram of Fig. 14-21. By 
knowing the slip, the actual torque can be calculated from Eq. 14-27, thereby allowing the 
voltage boost to be calculated more accurately. 

14-7-5 INDUCTION MOTOR SERVO DRIVES 

In the previous sections, the emphasis has been on controlling the speed of induction 
motors. Recently, because of the ready availability of the digital signal processors 
(DSPs), induction motors are beginning to be used for servo drives. In servo drives, the 
torque developed by the motor should respond quickly and precisely to the torque com­
mand without oscillation, at all speeds including at rest, since these drives are used for 
position control. 

The control of induction motor servo drives is nonnal1y done by field-oriented 
space-vector-based calculations of what the stator currents of the induction motor should 
be to provide an electromagnetic torque Tern equal to the torque command specified by the 
speed regulator. In these calculations, a model of the induction motor is needed; therefore, 
the motor parameters must be plugged into the model in the Is calculator block shown in 
Fig. 14-23. Many of these models rely on an accurate knowledge of the rotor resistance 
Rr • As resistance of copper varies 40% when temperature varies by WO°C, such knowl­
edge is not easy to come by during motor operation. Most of these models also need the 
actual speed information; this is, however, not a serious restriction, since speed is mea­
sured in servo drives anyway. Adaptive control with parameter estimation is often 
utilized. 

As shown in Fig. 14-23, the field-oriented controller calculates the three-phase ref­
erence currents that must be delivered by the power converter to the motor. A current­
regulated VSI (CR-VSI) inverter, as discussed in Chapter 8, can be utilized where the 
inverter switch control signals are obtained by comparing the reference currents with the 
actual phase currents measured. 
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Figure 14-23 Field-oriented control for induction motor servo drive. 

14-8 VARIABLE-FREQUENCY SQUARE-WAVE VSI DRIVES 

The schematic of such a drive was shown in Fig. 14-18b. The inverter operates in a 
square-wave mode, which results in phase-to-motor-neutral voltage, as shown in Fig. 
14-24a. With the square-wave inverter operation, described in Chapter 8, each inverter 
switch is on for 1800 and a total of three switches are on at any instant of time. The 
resulting motor current waveform is also shown in Fig. 14-24b. Because of the inverter 
operating in a square-wave mode, the magnitude of the motor voltages is controlled by 
controlling Vd in Fig. 14-18b by means of a line-frequency phase-controlled converter. 

Voltage harmonics in the inverter output decrease as Vl/h with h = 5, 6, 11, 13, 
. . ., where VI is the fundamental-frequency phase-to-neutral voltage. Because of sub­
stantial magnitudes of low-order harmonics, harmonic currents calculated from Eq. 14-47 
are significant. These harmonic currents result in large torque ripple, which can produce 
troublesome speed ripple at low operating speeds. 

Motor 
phase voltage 

(a) 

F"~ 14-24 Square-wave VSI waveforms. 

Motor 
current 

(b) 
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The line rectifier in Fig. 14-18b is similar to the line-frequency phase-controlled 
converters described in Chapter 6. Assuming a continuously flowing current through the 
rectifier, and for simplicity, ignoring the line-side inductances, 

Vd = 1.35Vucos a (14-52) 

where Vu is the line-line rms line voltage. From Eq. 8-58, the motor line-line voltage 
for a given V d is 

(14-53) 

From Eqs. 14-52 and 14-53, 

VIT'~or = 1.05Vucos a = Vucos a (14-54) 

which shows that the maximum line-line fundamental-frequency motor voltage (at a = 
0) is approximately equal to Vu. Note that the same maximum motor voltage (equal to 
the line voltage) can be approached in PWM-VSI drives only by overmodulation, as 
described in Chapter 8. Therefore, in both PWM and square-wave VSI drives, the max­
imum available motor voltage in Fig. 14-12b is approximately equal to the line voltage. 
This allows the use of standard 6O-Hz motors, since the inverter is able to supply the rated 
voltage of the motor at its rated frequency of 60 Hz. 

In a square-wave drive, from Eq. 14-54 and assuming Vslfto be constant. 

Wr VIT'tr 
--=--=cosa 
Wr,mted Vu 

(14-55) 

From Eqs. 6-47a and 14-55, the drive operates at the following power factor from the line 
(assuming that a sufficiently large filter inductor is present in Fig. 14-18b at the rectifier 
output): 

Wr 
Line power factor = 0.955 cos a = 0.955 -­

Wr,rated 
(14-56) 

which shows that the line power factor at the rated speed is better than that of an induction 
motor supplied directly by the line. At low speed, however, the line power factor of a 
square-wave drive can become quite low, as seen from Eq. 14-56. This can be remedied 
by replacing the thyristor rectifier by a diode rectifier bridge in combination with a 
step-down dc-dc converter. 

14-9 VARIABLE-FREQUENCY CSI DRIVES 

Figure 14-18c shows the schematic of a CSI drive. Basically it consists of a phase­
controlled rectifier, a large inductor, and a dc-to-ac inverter. A large inductor is used ill 
the dc link, which makes the input appear as a current source to the inverter. 

Since the induction motor operates at a lagging power factor, circuits for forced 
commutation of the inverter thyristors are needed, as shown in Fig. 14-25a. These 
forced-commutation circuits consist of diodes, capacitors, and the motor leakage induc­
tances. This requires that the inverter be used with the specific motor for which it is 
designed. At any time, only two thyristors conduct: one of the thyristors connected to the 
positive dc bus and the other connected to the negative dc bus. The motor current and the 
resulting phase voltage waveform are shown in Fig. 14-25b. In a CSI drive, the regen­
erative braking can be easily provided without any additional circuits. 
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Figure 14-25 CSI drive: (a) inverter; (b) idealized phase 
wavefonns. 

In the past, the fact that line-frequency thyristors with simple commutation circuits 
act as the inverter switches was a very important asset of CSI drives. With the availability 
of controllable switches in ever-increasing power ratings, nowadays CSI drives are used 
mostly in very large horsepower applications. 

14-10 COMPARISON OF VARIABLE-FREQUENCY DRIVES 

It is possible to use all three types of drives (PWM-VSI, square-wave VSI, and CSI) with 
general-purpose induction motors. All three can provide a constant-torque capability, 
from the rated speed down to some small speed where the reduced cooling in the motor 
dictates that the torque capability will decline. Motor derating as a percentage of the 
nameplate horsepower rating is essentially independent of the drive type. 

In spite of the somewhat similar nature of these three drive types, there are certain 
basic differences, which are compared in Table 14-2, where .. +" is a positive and .. -" 
is a negative attribute. It should be kept in mind that this comparison addresses the 
inherent capability of each drive. By means of additional circuits, most of the limitations 
can be overcome. 
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Table 14-2 Comparison of Adjustable Frequency Drives 

Parameter PWM Square Wave CSI 

Input power factor 
Torque pulsations 
Multimotor capability 
Regeneration 
Short-circuit protection 
Open-circuit protection 
Ability to handle undersized motor 
Ability to handle oversized motor 
Efficiency at low speeds 
Size and weight 
Ride-through capability 

+ 
++ 
+ 

+ 
+ 

+ 
+ 

+ 

+ 
+ 

+ 
+ 

++ 
++ 

+ 

Some general comments can be made about the trend in applying these drives. Fat 
retrofit applications, PWM-VSI is preferred over CSI, which requires a better match 
between the inverter and the motor. In sizes below a few hundred horsepower, tbere is aa 
increasing trend to use PWM-VSI. 

To make these solid-state controllers more reliable, a host of other protective features 
are incorporated. These include instantaneous overcurrent trip, input circuit breakers, 
current-limiting fuses, line reactors or isolation transformers at the input, output discon­
nect switch between the VSI and the motor, motor thermal protection incorporated with 
the controller, trips in case of overvoltage, undervoltage, or loss of a phase, and so 00. 

14-11 LINE-FREQUENCY VARIABLE-VOLTAGE DRIVES 

The variable-frequency variable-voltage drives we described earher are the most energy 
efficient and versatile way to control the speed of squirrel-cage induction motors. How­
ever, in some applications, it may be cheaper to use line-frequency variable-voltagedri'ftS 
as discussed in this chapter. 

In the equivalent circuit of Fig. 14-2a, with/equal to the line frequency and a ftmI 
value of/s1' the power in any resistive element is proportional to V;. Therefore, using Eqs. 
14-17 and 14-18, the torque Tem will be proportional to V; for a value of rotor speed ..... 
determined by / and lsI: 

(14-57) 

Based on Eq. 14-57, Fig. 14-200 shows the motor torque-speed curves at various val_ 
of Vs for a normal induction motor with a small value of the rated slip. The load ton:JK 
of a fan- or a pump-type load varies approximately as the square of speed. Therefore, oaIy 
a small torque is required at low speeds, and as Fig. l4-2OO shows, the speed can be 
controlled over a wide range. Because of the heavy dependence of the load torque .. 
speed, the motor operating point, for example A (intersection of the load and the mokIr 

torque-speed curves) in Fig. 14-200, is stable. The operating point would not be stable 
if the load torque remained constant with speed. 

For a load requiring a constant torque with speed, it is necessary to use a motor willi 
a higher motor resistance whose torque-speed characteristics are shown in Fig. 14-26At_ 
A motor with a high rotor resistance has a large value of slip at which the pUll-out lon:JK 
is developed. Such a motor allows the speed to be controlled over a wide range even wIa 
supplying a constant-torque load. 
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Figure 14-26 Speed control by stator voltage control: 
(a) motor with a low value of Srated, fan-type load; (b) motor 
with a large Srated, constant-torque load. 

Speed control by controlling the stator voltage results in a very poor energy efficiency 
at low speeds because of high rotor losses caused by large slips. In a motor, the actual 
rotor loss must be below its rated rotor loss (which occurs while the motor is supplying 
the rated torque, supplied from the rated Voltage). As seen from Figs. 14-26a and 14-26b, 
speed control by adjusting the stator voltage results in a large slip and, hence, in a large 
rotor power loss at reduced speeds. Therefore, the motor selected for this application must 
have a high enough rating so its rated rotor loss is larger than the maximum rotor loss 
encountered by using this technique. This technique is widely used in fractional-horse­
power fan or pump drives. These fractional-horsepower motors are generally single-phase 
motors, but the analysis presented earlier for the three-phase motor is applicable. This 
speed control te.::hnique is also used for cranes and hoists (which have speed-independent 
load torque) where the high-slip, high-power-Ioss operation is required for only a small 
portion of the load duty cycle. 
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A practical circuit for controlling the stator voltage of a three-phase induction motor 
is shown in Fig. 14-27a. It consists of three pairs of back-to-back connected thyristors. 

Because of the interaction between the phases, it is not possible to analyze this circuit 
on a per-phase basis. It has been shown in the literature that, for analysis purposes, each 
phase of the motor can be represented by a sinusoidal back-emf in series with an induc­
tance. Figure 14-27b shows one of the motor phase voltages, van' and the phase current 
ia• As shown in Fig. 14-27b, the motor currents are no longer sinusoidal and their 
harmonic components result in a pulsating torque and in a higher power loss compared 
with a sinusoidal supply. These losses are in addition to the rotor circuit losses due to a 
high-slip operation at low speeds. These nonsinusoidal currents also flow into the utility 
system. Because of high rotor losses, this technique for controlling the speed is limited to 
low-horsepower or intermittent-load applications. 

14-12 REDUCED VOLTAGE STARTING ("SOFf START") OF 
INDUCTION MOTORS 

3-phase 
ae input 

The circuit of Fig. 14-27a can also be used in constant-speed drives to reduce the motor 
voltages at start-up, thereby reducing the starting currents. In normal (low-slip) induction 
motors, the starting currents can be as large as six to eight times the full-load current. To 
reduce these large starting currents, the motor can be started at reduced voltages obtained 
from the circuit of Fig. 14-27a. Provided the torque developed at reduced voltage is 
sufficient to overcome the load, the motor accelerates (slip s will decrease) and the motor 
current decreases. During the steady-state operation, each thyristor conducts for an entire 
half-cycle. Then, these thyristors can be shorted out by mechanical contactors connected 
in parallel with the back-to-back connected thyristor pairs, to eliminate the power losses 
in the thyristors due to a finite 0-2 V) conduction voltage drop across the thyristors. 

The circuit of Fig. 14-27a can also be used in constant-speed drives to minimize 
motor losses. In an induction motor (single phase and three phase) at a given torque 
output, the motor losses vary with the stator voltage V •. The stator voltage at which the 
minimum power loss occurs decreases with decreasing load. Therefore, it is possible to 
use the circuit of Fig. 14-27a to reduce V. at reduced loads and, hence, save energy. 
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Figure 14-27 Stator voltage control: (a) circuit; (b) wavefonns. 
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The amount of energy saved is significant (compared with the extra losses in the 
motor due to current harmonics and in the thyristors due to a finite conduction voltage 
drop) only if the motor operates at very light loads for substantial periods of time. In 
applications where reduced voltage starting (soft start) is required, the power switches are 
already implemented and only the control for the minimum power loss needs to be added. 
In such cases, this concept may be economical. 

14-13 SPEED CONTROL BY STATIC SLIP POWER RECOVERY 

From the induction motor equivalent circuit, it is possible to obtain torque- speed curves 
for various values of rotor resistances. In the equivalent circuit of Fig. 14-2a, if R,Is is 
kept constant (i.e., Rr and s are increased by the same factor), Ir and, hence, Tern remain 
constant. This results in the characteristics shown in Fig. 14-28 for various values of rotor 
resistance Rr. In a wound-rotor induction motor, the total resistance Rr in the rotor phases 
can be varied by adding an external resistance through the slip rings. 

For the load-torque versus speed curve shown in Fig. 14-28, it is quite apparent that 
the speed of operation can be continuously varied by controlling the external resistance in 
the rotor circuit (the steady-state speed is given by the intersection of the load and the 
motor torque-speed curves as in all motor drives). However, high rotor losses (due to 
high slips) may be unacceptable. 

The static slip power recovery scheme provides an alternative to the historical Scher­
bius and Kramer drives, both of which require a second rotating machine to recover the 
rotor circuit electrical power. In the static slip-power recovery system, rather than dissi­
pating the slip power in the rotor external resistances, these resistances are simulated by 
means of a diode rectifier and the energy recovered is fed back to the ac source by a means 
of a line-voltage-commutated inverter, as is shown in Fig. 14-29. 

This scheme requires a wound-rotor motor with slip rings. Such a motor is not as 
inexpensive and as maintenance-free as its squirrel-cage counterpart. However, in very 
large power ratings, this scheme may compete with the adjustable-frequency drive if the 
speed needs to be controlled only in a small range around its nominal value. A small speed 
range results in a smaller rating of the solid-state converter required, thus making this 
scheme competitive. 

Speed (% of synchronous speed) 

Figure 14-28 Torque-speed curves for a 
wound-rotor induction motor. 
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Figure 14-29 Static slip recovery. 

SUMMARY 

Smfltlthinll 
inductflr 

+ 

Inverter 

I. Induction motors are the workhorse of industry because of their low cost and rugged 
construction. When operated directly from the line voltages, an induction motor op­
erates at nearly a constant speed. By means of power electronic converters, induction 
motors can be used for adjustable-speed and servo drive applications. A major appli­
cation of adjustable-speed induction motor drives is for improving the energy effi­
ciency in various residential, industrial, and electrical utility systems. 

2. In a three-phase induction motor, the resultant field distribution in the air gap is 
sinusoidal and rotates at a synchronous speed Ws = (27rf)2/p radians per second 
for a p-pole winding when it is excited by three-phase voltages and currents at a 
frequency f. 

3. The speed of an induction motor can be controlled by varying the stator frequency f, 
which controls the synchronous speed and, hence, the motor speed, since the slip sis 
kept small. The air gap flux <l>ag is kept constant by Vs in linear proportion to f. This 
technique allows the induction motor to deliver its rated torque at speeds up to its rated 
speed. Beyond the rated speed, the motor torque capability declines, though the motor 
can deliver its rated output power up to a certain speed. 

4. For braking in an induction motor to reduce its speed, the stator frequency f is 
decreased so that the synchronous speed at which the air gap magnetic field rotates is 
less than the rotor speed. 

5. Switch-mode dc-to-ac inverters, as discussed in Chapter 8, are used to supply adjust­
able-frequency, adjustable-magnitude three-phase ac voltages for induction motor 
speed control. The harmonics in the inverter output voltages result in harmonics in the 
motor current, harmonic losses in the motor, and possibly the motor torque pulsations. 
Therefore, care must be taken in selecting the inverter and the inverter switching 
frequency. 

6. The inverters used for the induction motor speed control can be classified as pulse­
width-modulated voltage source inverters, square-wave voltage source inverters, and 
currents source inverters. The comparative advantages and disadvantages of these 
inverters are given in Table 14-2. 

7. By means of field-oriented vector control, induction motor drives can be used for servo 
applications. 
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8. There are other means of controlling the speed of induction motors. Some of these are 
(a) stator pole changing, (b) pole amplitude modulation, (c) stator voltage control at 
the line frequency, and (d) static slip power recovery. In certain applications, one of 
these techniques rather than the stator frequency control may be preferable. 

PROBLEMS 

14-1 A three-phase, 6O-Hz, four-pole, lO-hp, 460-V (line-line, rms) induction motor has a full-load 
speed of 1746 rpm. Assume the torque- speed characteristic in a range of 0-150% rated torque to 
be linear. It is driven by an adjustable-frequency sinusoidal supply such that the air gap flux is held 
constant. Plot its torque-speed characteristics at the following values of frequency f: 60, 45, 30, 
and 15 Hz. 

14-2 The drive in Problem 14-1 is supplying a centrifugal pump load, which at the full-load speed of the 
motor requires the rated torque of the motor. Calculate and plot speed, frequency f, slip frequency 
1.1' and slip s at the following percentage values of pump rated torque: 100, 75, 50, and 25%. 

14-3 A 460-V, 6O-Hz, four-pole induction motor develops its rated torque by drawing 10 A at a power 
factor of 0.866. The other parameters are as follows: 

R, = 1.53 n Xl, = 2.2 n Xm = 69.0 n 
If such a motor is to produce a rated torque at frequencies below 60 Hz while maintaining a constant 
air gap flux, calculate and plot the required line-to-line voltage as a function of frequency. 

14-4 The motor in Problem 14-3 has a full-load speed of 1750 rpm. Calculatefstart, i start' and (Vu)start 
if the motor is to develop a starting torque equal to 1.5 times its rated torque. Assume the effect of 
Llr to be negligibly small and the air gap flux to be at its rated value. 

14-5 The idealized motor of Problem 14-1 is initially operating at its rated conditions at 60 Hz. If the 
supply frequency is suddenly decreased by 5% while maintaining a constant air gap flux, calculate 
the braking torque developed as a percentage of its rated torque. 

14-6 In a three-phase 60-Hz, 460-V induction motor, R, + Rr = 3.0 n and Xl, + Xlr = 5.0 n. The motor 
is driven by a square-wave voltage source inverter that supplies a 460-V line-line voltage at the 
frequency of 60 Hz. Estimate the harmonic currents and the additional copper losses due to these 
harmonic currents by including fifth, seventh, eleventh, and thirteenth harmonics. 

14-7 For harmonic frequency analysis, an induction motor can be represented by a per-phase equivalent 
circuit as shown in Fig. PI4-7, which includes a fundamental-frequency counter-emf or Thevenin 
voltage Ern. Also, RTIi = 3.0 n and XTIi = 5.0 n. It is supplied by a voltage source inverter, 
which produces a 6O-Hz line-line voltage component of 460 V. The load on the motor is such that 
the fundamental-frequency current drawn by the motor is 10 A, which lags the fundamental­
frequency voltage by an angle of 30°. 

Obtain and plot the current drawn by the motor as a function of time, if it is driven by a 
square-wave VSI. What is the peak current that the inverter switches must carry? 

Figure P14-7 

14-8 Repeat Problem 14-7 if the induction motor is driven by a PWM-VSI with an amplitude modulation 
ratio ma = 1.0 and frequency modulation ratio m, = 15. Compare the peak switch currents with 
those in Problem 14-7. 
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14-9 A square-wave VSI drive supplies 460 V line-line at a frequency of 60 Hz to an induction motor 
that develops a rated torque of 50 N-m at ] 750 rpm. The motor and the inverter efficiencies can be 
assumed to be constant at 90 and 95%, respectively, while operating at the rated torque of the 
motor. 

If the motor is operated at its rated torque and the rated air gap flux, determine the equivalent 
resistance Rcq that can represent the inverter-motor combination in Fig. P14-9 at the motor fre­
quencies of 60, 45, 30, and 15 Hz. 

ae 
input 

Controlled 
Rectifier 

Figure P14-9 

14-10 Repeat Prob]em 14-9 if a PWM-VSI drive with an uncontrolled rectifier is used, where ma = 1.0 
at 60 Hz output. 

14-11 A CSI-driven induction motor is supplying a constant-torque load equal to the rated torque of the 
motor. The CSI drive is supplied from a 460-V, three-phase, 6O-Hz input. It supplies the motor a 
460-V (line-line) voltage at a 60 Hz frequency with a fundamental frequency current of 100 A that 
lags behind the fundamental-frequency voltage by an angle of 30°. 

If the motor displacement power factor angle remains constant at 30°, estimate and plot the 
input power factor and the displacement power factor at the motor frequencies of 60, 45, 30, and 
]5 Hz. Idealize the motor current waveforms to be as shown in Fig. 14-25b and assume a constant 
air gap flux in the motor. Neglect losses in the motor and the inverter. 

14-12 Show that in a voltage-controlled induction motor supplying a constant load torque, the power loss 
in the rotor circuit at a voltage Vs as a ratio of the power loss at the rated voltage condition can be 
approximated as 

for reasonably small values of slip. 
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CHAPTER 15 

SYNCHRONOUS MOTOR 
DRIVES 

15-1 INTRODUCTION 

Synchronous motors are used as servo drives in applications such as computer peripheral 
equipment, robotics, and adjustable-speed drives in a variety of applications such as 
load-proportional capacity-modulated heat pumps, large fans, and compressors. In low­
power applications up to a few kilowatts, permanent-magnet synchronous motors are used 
(see Fig. 15-la). Such motors are often referred to as "brushless de" motors or elec­
tronically commutated motors. Synchronous motors with wound rotor field are used in 
large power ratings (see Fig. 15-1b). 

15-2 BASIC PRINCIPLES OF SYNCHRONOUS MOTOR 
OPERATION 

The field winding on the rotor produces a flux t1>J in the air gap. This flux rotates at a 
synchronous speed Ws radis, which is the same as the rotor speed. The flux t1>Ja linking one 
of the stator phase windings, for example phase a, varies sinusoidally with time: 

(15-1) 

where 

p 
w == 27rf == 2" Ws (15-2) 

and p is the number of poles in the motor. If we assume Ns as an equivalent number of 
turns in each stator phase winding, the emf induced in phase a from Eq. 15-1 is 

dt1>Ja 
eJa(t) == NSdt == wNst1>JCos wt (15-3) 

This induced voltage in the stator winding is called the excitation voltage, whose rms 
value is 

(15-4) 

435 
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(a) (b) 

Figure 15-1 Structure of synchronous motors: (a) permanent-magnet rotor (two­
pole); (b) salient-pole wound rotor (two-pole). 

In accordance with the nonoal convention, the amplitudes of voltage and current 
phasors are represented by their nos values; the amplitudes of flux phasors are represented 
by their peak values. Being sinusoidal with time, eta and <l>ta can be represented as phasors 
at wI = 0, where Eta = Eta is the reference phasor in Fig. IS-2a, and from Eq. IS-I 

«Pta = - j<l>t (1S-S) 

From Eqs. IS-3 through IS-S and Fig. IS-2a 

. wNs 
Eta = ] v'2 «Pta = Eta (1S-6) 

In synchronous motor drives, the stator is supplied with a set of balanced three-phase 
currents, whose frequency is controlled to be f, which from Eq. IS-2 is 

(1S-7) 

The fundamental-frequency components of these stator currents produce a constant am­
plitude flux </Is in the air gap, which rotates at the synchronous speed WS' The amplitude 
of <l>s is proportional to the amplitudes of the fundamental-frequency components in the 
stator currents. 

In this three-phase motor, the flux linking with phase a due to <l>s produced by all three 
stator currents is <l>sa(t). As shown in reference I, </Isa(t) is proportional to the phase a 
current ia(l): 

(1S-8) 

where the armature inductance La is 3/2 times the self-inductance of phase a. Therefore, 
the voltage induced in phase a due to <l>sa(l), from Eq. IS-8, is 

d<l>sa dia 
esa(t) == NSdt = La dt (1S-9) 

Assuming the fundamental component of the supplied current to the stator phase a to be 

ia(t) == Vllasin(WI + 8) (1S-IO) 
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Synchronous inductance L, . 
~=4--+-.L:...-~----o;~ - - - Reference -

+ + + 

E ..... Q 

" .{d " (b) 

(a) 

~~~----- -- - Reference 

(c) 

Figure 15-2 Per-phase representation: (a) phasor diagram; (b) equivalent circuit; 
(c) terminal voltage. 

yields 

(15-] ]) 

from Eq. 15-9, where 8 is defined later on to be the torque angle. Here ia and esa can be 
represented as phasors, which at wt = 0 

(15-12) 

and as shown in Fig. 15-la, 

(15-13) 

The resultant air gap flux ~ag.a(t) linking the stator phase a is the sum of ~/a(t) and ~sa(t): 

~ag.a(t) = ~/a(t) + ~sa(t) (15-14) 

which can be represented as a phasor, 

+ag,a = +/a + +sa (15-15) 

The air gap voltage eag.a(t) due to the resultant air gap flux linking phase a is 

d~ag.a ) 
eag.it) = Ns--;jf" = e/a(t) + esit (15-16) 

from Eqs. 15-14, 15-3, and 15-9. Equations 15-6 and 15-13 combined with Eq. 15-16 
result in 

(15-17) 

All of these phasors are drawn in Fig. 15-2a. Based on Eq. 15-17 and the phasor diagram, 
a per-phase equivalent circuit of a synchronous motor is shown in Fig. 15-2b, where Rs 
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and Lis are the stator winding resistance and leakage inductance, respectively. Including 
the voltage drop across Rs and Lis, the per-phase terminal voltage in phase a is 

Va = Eag,a + (Ra + jwLs)L (1S-18) 

The phasor diagram corresponding to Eq. IS-18 is shown in Fig. IS-2c, where aa is the 
angle between the current and the terminal voltage phasors. 

From the per-phase equivalent circuit of Fig. IS-2b and the phasor diagram of Fig. 
IS-2a, the electromagnetic torque Tern can be obtained as follows: the electrical power that 
gets converted into the mechanical power P em is 

Pern = 3EIJaCOS( & - ~ 'IT) (1S-19) 

and 

(1S-20) 

Using Eqs. IS-19, IS-20, and IS-4, 

Tern = kA>tfasin & (1S-21) 

where the angle & between CPla and Ia is called the torque angle and kt is the constant of 
proportionality. 

In the phasor diagram of Fig. IS-2c, Ia leads Va' This leading power factor operation 
is required if the synchronous motor is supplied by a drive where the current through the 
inverter thyristors is commutated by the synchronous motor voltages. 

A torque angle 8 equal to 90° results in a decoupling of the field flux <1>1 and the field 
due to the stator currents, which is important in high-performance servo drives. With 8 = 
90°, a constant field flux <1>/' and the amplitudes of the stator phase currents equal to Is, 
Eq. IS-21 can be written as 

(1S-22) 

where kT is the motor torque constant. A phasor diagram corresponding to 8 = 90° is 
shown in Fig. IS-3, where Ia must lead ct»la by 90°. This condition for servo drives implies 
that the current ia must become positive maximum, wt = 90° or t = ('lT/2)(pI2)ws seconds, 
before <l>la reaches its positive maximum value. Another observation from the phasor 
diagram of a servo drive is that Ia is at a lagging power factor. Therefore, the inverter of 
the drive must consist of self-controlled switches. 

E.." a 

Figure 15-3 Phasor diagram with 
I) = 90°. 
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In the previous analysis, the rotor saliency was ignored. The effect of rotor saliency 
cannot be represented by a per-phase equivalent circuit because of a different magnetic 
penneance along the rotor pole axis (called the d axis) and along the axis midway between 
two rotor poles (called the q axis). This d- and q-axis analysis is beyond the scope of this 
book, but in qualitative tenns, an additional reluctance torque component is present 
because of the difference in reactances in the d and q axes. This component is usually 
small, but not negligible, compared with the electromagnetic torque component discussed 
above, assuming a nonsalient round rotor. 

15-3 SYNCHRONOUS SERVOMOTOR DRIVES WITH 
SINUSOIDAL WAVEFORMS 

The air gap flux density distribution and the induced excitation voltages in the stator phase 
windings in such a motor are nearly sinusoidal. In this regard, the description of this 
motor is identical to that presented in the previous section. Moreover, the torque angle 8 
is maintained at 90°. For controlling such a synchronous servo drive, the rotor field 
position is measured by means of an absolute position sensor with respect to a stationary 
axis, for example, as shown in Fig. 15-4 for a two-pole motor. Recognizing that at a = 
o in the two-pole motor of Fig. 15-4, ia should be at its positive peak yields 

ia(t) = Iscos[O(t)] (15-23) 

where the amplitude Is is obtained from Eq. 15-22. For a p-pole motor, in general, if a 
is the mechanical angle measured, then the electrical angle Oe is calculated as 

Oit) = ~ 6(t) (15-24) 

If we use Eqs. 15-23 and 15-24 and recognize that ib(t) and Vt) are delayed by 120° and 
240°, respectively, 

ia(t) = Iseos[Oit)] 

ib(t) = Iscos[Oe(t) - 120°] 

ic(t) = Iseos[6it) - 240°] 

(15-25) 

(15-26) 

(15-27) 

Mallnetic 
-.:---tt--+---- axis of 

Stationary 
reference 

axis 

phase a 

Figure 15-4 Measured rotor 
position 9 at time t. 
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Figure 15-5 Synchronous motor servo drive. 
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This control strategy can also be used for induction motor drives, as described in refer­
ence 10. 

With the frequency of the stator currents "locked" or synchronized to the rotor 
position, which is continuously measured, there is no possibility of losing synchronism, 
and the torque angle 8 remains at its optimal value of 90°. If a holding torque is required 
at zero speed to overcome the load torque and, hence, to keep the load from moving from 
a position where e is constant, as is often the case in servo drives, a synchronous 
servomotor drive provides this torque by applying dc currents to the stator as given by 
Eqs. 15-24 to 15-27. 

Figure 15-5 shows the overall block diagram of a synchronous servomotor drive with 
sinusoidal waveforms. The absolute rotor field position is sensed by means of an absolute 
position sensor such as a high-accuracy resolver, which is mechanically prealigned to 
measure the rotor field position 6 with respect to a known axis, for example as indicated 
in Fig. 15-4. By using prestored cosine tables in read-only memory (ROM), cosine 
functions required in Eqs. 15-25 to 15-27 are generated for two of the three phase 
currents, for example, a and b. The stator current amplitude Is is determined by the 
torque-speed loop using Eq. 15-22. Once the reference currents i: and i; are defined for 
phases a and b, i; = - i: - i; in a three-wire motor. As discussed in Chapter 8, a 
current-regulated voltage source inverter is used to force the motor currents to equal the 
reference currents. 

15-4 SYNCHRONOUS SERVOMOTOR DRIVES WITH 
TRAPEZOIDAL WAVEFORMS 

The motors described in the previous section are designed such that the induced excitation 
emf's in the stator due to the field flux are sinusoidal and the stator currents produce a 
sinusoidal field. The motors described in this section are designed with concentrated coils, 
and the magnetic structure is shaped such that the flux density of the field because of the 
permanent magnets and the induced excitation voltages have trapezoidal waveforms. 

Figure 15-6a shows the induced emf efa(t) in phase a, where the rotor is rotating in 
a counterclockwise direction at a speed of Ws radians per second and e is measured with 
respect to the stator as shown in Fig. 15-4. The electrical angle 6e is defined by Eq. 15-24 
for a p-pole motor. This emf waveform has a flat portion, which occurs for at least 120" 
(electrical) during each half-cycle. The amplitude Ef is proportional to the rotor speed: 

(15-28) 
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Figure 15-6 Trapezoidal-waveform synchronous motor drive. 

where kE is the motor voltage constant. Similar voltage waveforms are induced in phases 
band c, displaced by 120" and 240", respectively. 

To produce as ripple-free torque as possible in such a motor, the phase currents 
supplied should have rectangular waveforms, as is shown in Fig. 15-6b, which results in 
instantaneous electrical power Pa(t) = e/a(t) . ia(t), and so on, as shown in Fig. 15-6c. 
Since Pto!al(t) = Pa(t) + Pb(t) + pAt) = Pem is independent of time, the instantaneous 
electromagnetic torque is also independent of time and depends only on the current 
amplitude Is: 

(15-29) 
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where kT and kE of Eqs. 15-28 and 15-29 are related (see Problem 15-5). In practice, 
because of the finite time required for the phase currents to change, Tern contains ripple. 

A current-regulated VSI similar to that shown in Fig. 15-5 is used where the sinu­
soidal reference currents are replaced by rectangular current references, which are shown 
in Fig. 15-6b. One complete cycle is divided into six intervals of 60 electrical degrees 
each. In each interval, the current through two of the phases is constant and proportional 
to the torque command. To obtain these current references, the rotor position is usually 
measured by Hall effect sensors that indicate the six current commutation instants per 
electrical cycle of waveforms. In non-servo applications, it is possible to use the three­
phase induced emf's to determine the current commutation instants, thereby eliminating 
the need for any rotor position sensor. 

15-5 LOAD-COMMUTATED INVERTER DRIVES 

In very large power ratings in excess of 1000 hp, load-commutated inverter (LCI) syn­
chronous motor drives become competitive with the induction motor drives in adjustable­
speed applications. The circuit diagram of a LCI drive is shown in Fig. 15-7a. Each phase 
of the synchronous motor is represented by an internal voltage in series with the motor 
inductance, as discussed in the previous sections, assuming a nonsalient pole motor. 
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As an overview, the LCI drive is the source of three-phase currents to the motor. The 
frequency and the phase of these currents are synchronized to the rotor position. The 
current commutation in the load inverter to supply currents to the motor phases in an 
appropriate sequence is provided by the induced emf's in the motor. The amplitude of the 
currents supplied to the motor is controlled by the phase-controlled line converter through 
a filter inductance Ld • The filter inductance reduces the current harmonics and ensures that 
the input to the load inverter and, hence, to the motor appears as a current source. 

Note that the line converter in Fig. 15-7a is identical to the phase-controlled, line­
frequency converters discussed in Chapter 6. By controlling the firing angle of the con­
verter, its dc output voltage and, hence, the current magnitude (in the dc link as well as 
to the motor) can be controlled. Normally, it operates in a rectifier mode. 

The load inverter is identical to the line converter, that is, it also consists of only 
thyristors, but it normally operates in an inverter mode. The current commutation is 
provided by the internally induced emf's in the synchronous motor. The presence of these 
three-phase emfs facilitates the current commutation in the load converter in an identical 
manner as in a line-frequency thyristor converter operating in an inverter mode. The 
idealized motor current waveforms are shown in Fig. 15-7b. 

At start-up and at low speeds (less than 10% of the full speed) the induced emf in the 
synchronous motor is not sufficient to provide current commutation in the load converter. 
Under this condition, the current commutation is provided by the line converter by going 
into an inverter mode and forcing Id to become zero, thus providing tum-off of thyristors 
in the load inverter. 

There are many control possibilities. Considering first the range below the rated 
speed, one possibility is to keep the field excitation current If constant. Also, the tum-off 
time toff available to the thyristors in the load converter is kept constant. The dc-link 
current, which is proportional to the motor current, is varied with torque at a given speed. 
The voltage waveforms at the motor terminals are measured to calculate the rotor field 
position as a function of time. The measured three-phase voltages are rectified to provide 
a dc signal proportional to the instantaneous rotor speed. Keeping If and toff constant, the 
actual speed is compared with the reference speed, as is shown in Fig. 15-8. The amplified 
error signal determines the Id reference. If the actual Id is less than its reference value, the 
line converter increases the dc voltage applied to the link, thus increasing Id and, hence, 
the torque produced by the motor. In response to increased Tern' the motor speed goes up. 
Based on Id and the information obtained from the measured terminal voltage waveforms, 
the firing pulses to the thyristor gates of the load inverter are provided such as to keep toff 
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Figure 15-8 An Lei drive controller. 
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constant. In practice, If is not kept constant. Rather, it is controlled as a function of torque 
and speed to result in the rated air gap flux in the motor. 

For speeds above the rated speed, the motor torque capability declines but the drive 
can supply the rated power. For operation above the rated speed, the field flux needs to 
be reduced by reducing If. Therefore, this region is also called the flux-weakening region. 

Some of the other important properties of LCI drives are described as follows: 

I. Use of synchronous motors in very large horsepower ratings (> WOO hp) results 
in overall drive efficiencies exceeding 95% at the rated power, a few percentage 
points higher than what can be accomplished in the induction motor drives. 
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2. The load-commutated inverter is much simpler and has lower losses compared to 
the inverter used in CSI induction motor drives. Eliminating the requirement for 
self-controlled switches is a distinct advantage at high voltage and current ratings. 

3. As in any power-electronic motor drive. there is no inrush current at start-up. 
unlike line-started motors. By designing the pole face (or the damper cage) wind­
ing to provide a sufficient torque. a synchronous motor can be line started on an 
induction motor principle. Once it reaches a speed close to the synchronous speed. 
the rotor field is excited. thus making it operate as a synchronous motor. Being 
able to line start and operate at the line frequency provides additional reliability in 
case of the inverter failure. where the line voltages act as backup. as in the 
induction motor drive (though the drive would operate only at one speed). 

4. The LCI drives have an inherent capability to provide regenerative braking by 
making the synchronous motor operate as a generator. rectifying the motor volt­
ages by means of the load converter and feeding the power into the utility grid by 
operating the line converter in an inverter mode. 

15-6 CYCLOCONVERTERS 

In low-speed and very large horsepower applications. it is possible to use cycloconverters 
to control the speed of synchronous and induction motors. A basic cycloconverter circuit 
that utilizes line-frequency-commutated converters is shown in Fig. 15-9a. The three­
phase 60-Hz input is through isolation transformers. Each phase consists of two back­
to-back connected line-frequency thyristor converters as discussed in Chapter 6. The 
firing (or delay) angles of the two converters in each phase are cyclically controlled to 
yield a low-frequency sinusoidal output. One ofthe phase outputs is shown in Fig. 15-9b 
where the operating mode (rectification or inversion) of the positive and the negative 
converters depends on the direction of the output load current. 

The cycloconverter output is derived directly from the line-frequency input without 
an intennediate dc link. The maximum output frequency is limited to about one-third of 
the input ac frequency to maintain an acceptable waveform with a low harmonic content. 

SUMMARY 

I. In synchronous motors. the flux is produced by the rotor either by means of permanent 
magnets or by a field winding excited by a dc current. This feature of synchronous 
motors allows them to offer higher efficiencies compared to induction motors of 
similar ratings. In large horsepower ratings. a wound-field construction is used. 
whereas permanent-magnet rotors are used at smaller power ratings. 

2. The synchronous motor drives can be categorized as (a) precision servo drives for 
computer peripheral equipment and robotics and (b) adjustable-speed drives for con­
trolling the speed such as in load-proportional capacity-modulated air conditioners and 
heat pumps. In very large (> 1000 hp) power ratings. the LCI synchronous motor 
drives may be used due to their higher efficiency and a simpler inverter compared with 
the induction motor drives. 

3. A per-phase equivalent circuit can be drawn in terms of the induced emf Era. la. and 
the per-phase inductances. as shown in Fig. 15-2 for phase a. 

4. For an optimal torque condition in servo drives. the torque angle 8 is kept at 90°. This 
results in a decoupling between the stator field and the rotor field. Thereby. the torque 
Tern required by the load is supplied by controlling the stator current amplitude I •• 
without affecting the field flux <1>/. This makes Tern linearly proportional to I •. 
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5. Synchronous motors used for servo drives can be broadly classified as (a) sinusoidal­
waveform motors and (b) trapezoidal-waveform motors. 

6. In the sinusoidal-waveform synchronous motor drives, the rotor position e with respect 
to a stationary axis is accurately measured by means of an absolute position encoder, 
for example a resolver. The three stator phase currents ia, ib , and ic are calculated 
based on e as given by Eqs. 15-25 to 15-27 where the amplitude Is is determined by 
the torque requirement. Figure 15-5 shows the overall block diagram of such a servo 
drive. 

7. The trapezoidal-waveform synchronous motor drives are used for both the servo and 
the adjustable-speed applications. Here, the induced emfs, for example eta, in phase a 
have a trapezoidal waveform with a 1200 long flat portion during each half-cycle. The 
stator currents have a rectangular waveform as shown in Fig. 15-6a. Since the stator 
currents are rectangular, their on and off instants are determined by the rotor position, 
which is determined by three Hall-effect sensors in servo drives or by measuring the 
three-phase terminal voltage waveforms in non-servo drives. 

8. In the LCI drives in very large horsepower ratings, a current source thyristor inverter 
is used. This inverter is similar to the line-frequency inverter discussed in Chapter 6 
since the current commutation from one phase to the next is provided by the induced 
emfs in the motor. 

9. In low-speed and very large horsepower applications, cycloconverters can be used. 

PROBLEMS 

IS-I A brushless, pennanent-magnet, four-pole, three-phase motor has the following parameters: 

Torque constant == 0.229 N-mlA 

Voltage constant == 24.0 Vllooo rpm 

Phase-to-phase resistance == 8.4 n 
Phase-to-phase winding inductance == 16.8 mH 

The above motor produces a trapezoidal back-emf. The torque constant is obtained as a ratio of tbc 
maximum torque produced to the current flowing through two of the phases. The voltage constanl 
is the ratio of the peak phase-to-phase voltage to the rotational speed. If the motor is operating. 
a speed of 3000 rpm and delivering a torque of 0.2S N-m, plot the idealized phase current wave­
fonns. 

IS-2 In a sinusoidal-wavefonn, three-phase, two-pole brushless dc motor with a pennanent-1IlIlgoeI 
rotor, kT == O.S N-mlA, where kT is defined by Eq. IS-22. Calculate ia , ib , and ic if the motor is 
required to supply a holding torque of o. 7S N-m (to keep the load from moving) at the rotor posioo. 
of a == 30°, where a is defined in Fig. IS-4. 

IS-3 Estimate the minimum dc input voltage to the switch-mode converter required to supply the moIIIr 

in Problem IS-I if the maximum speed is SOOO rpm and the torque is 0.2S N-m. 

IS-4 In a sinusoidal-wavefonn, pennanent-magnet brushless servo motor, phase-to-phase resistance is 
8.0 n and the phase-to-phase inductance is 16.0 mHo The voltage constant, which is the ratio of .. 
peak phase voltage induced to the rotational speed, is 2S VI 1000 rpm; p == 2 and n == 10,000 TJlIIL 
Calculate the tenninal voltage if the load is such that the motor draws lOA rrns per phase. Calcwa 
the power factor of operation. 

IS-S Show the relationship between kE and kT in Eqs. IS-28 and IS-29 for a trapezoidal-wavef~ 
brushless motor. Compare the result with the ratio of the torque constant to the voltage constant vi 
the motor specified in Problem IS-I. 
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CHAPTER 16 

RESIDENTIAL AND 
INDUSTRIAL 
APPLICATIONS 

16-1 INTRODUCTION 

Power electronic converters are described in a generic manner in Chapters 1-9. Their 
applications in dc and ac power supplies are described in Chapters 10 and 11, respectively 
and in motor drives in Chapters 12 to 15. The objectives of this chapter are twofold: (1) 
to give a brief overview of various residential power electronic applications and (2) to 
describe some additional industrial applications of power electronics such as welding and 
induction heating. 

16-2 RESIDENTIAL APPLICATIONS 

Residential homes and buildings are the endpoint of approximately 35% of the total 
electricity generated in the United States, which corresponds to approximately 8.5% of 
the total primary energy usage. The residential applications include space heating and air 
conditioning, refrigeration and freezing, water heating, lighting, cooking, television, 
clothes washer and dryer, and many other miscellaneous appliances. 

The role of power electronics in residential applications is to provide energy conser­
vation, reduced operating cost, increased safety, and greater comfort. Benefits of incor­
porating power electronics into some of the dominant residential applications are dis­
cussed here. 

16-2-1 SPACE HEATING AND AIR CONDITIONING 

Approximately 25-30% of the electric energy in an all-electric home is used for space 
heating and air conditioning. Heat pumps are now being used in one out of every three 
new homes. Incorporating load-proportional capacity modulation can increase the heat 
pump efficiency by as much as 30% over the conventional single-speed heat pumps. In a 
conventional heat pump, the compressor operates essentially at a constant speed when the 
motor is running. The compressor output in this system is matched to the building heating 
or cooling load by cycling the compressor on or off. In a load-proportional capacity­
modulated heat pump (shown in Fig. 16-1), the speed of the compressor motor and hence 
the compressor output are adjusted to match the building heating or cooling load, thus 
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6O-Hz ae Adjustable 
Speed 
Drive 

Converter 

Figure 16-1 Load -proportional capacity-modulated heat pump. 

eliminating the on or off cycling of the compressor. Either an induction motor drive, 
discussed in Chapter 14 or a self-synchronous motor drive, discussed in Chapter 15, is 
used to adjust the compressor speed in proportion to the building load. 

The benefits of eliminating on or off cycling of the compressor are discussed by 
means of Fig. 16-2. In a conventional heat pump system in the cooling mode, if the sensed 
temperature of the building exceeds the upper limit of the thermostat setting, the com­
pressor motor is turned on. The electric motor almost immediately begins to draw its 
maximum electrical power, but the compressor output increases slowly, as shown in Fig. 
16-2. Therefore, the shaded area in the plot of the compressor output represents a loss in 
the compressor output and hence a loss in the energy efficiency of the system. When the 
building temperature reaches the lower limit of the thermostat temperature setting, the 
motor and the compressor are turned off. By this on-off cycling, the average compressor 
output, shown by a dashed line in the plot of the compressor output in Fig. 16-2, is 
matched to the building load, and the building temperature is maintained within a toler­
ance band around the thermostat temperature setting. 

The loss in the compressor output due to on-off cycling is eliminated in the load­
proportional capacity-modulated heat pump, where the speed of the compressor and. 
hence, the compressor output are adjusted to equal the building load. In spite of some 
losses in the power electronic converter used in this system, the overall electric energy 
consumed can be reduced by as much as 30% compared with the conventional single­
speed heat pumps. Moreover, the building temperature can be maintained in a narrower 
band, thus resulting in increased comfort. 

16-2-2 HIGH-FREQUENCY FLUORESCENT LIGHTING 

Lighting consumes approximately 15% of the energy in residential buildings and 30% in 
commercial buildings. Fluorescent lamps are three to four times more energy efficieal 
compared with the incandescent lamps. The energy efficiency of fluorescent lamps can be 
further increased by 20-30% by operating them at a high frequency (>25 kHz), com­
pared to the conventional 6O-Hz fluorescent lamps. 

Fluorescent lamps exhibit a negative resistance characteristic. This requires that .. 
inductive ballast (also called a choke) be used in series for stable operation, as shown ia 
the simplified schematic of Fig. 16-3a. Since the lamp impedance is essentially resisti~. 
the three voltages in the circuit of Fig. 16-3a are related as 

Compressor 

l--rl-~tJ-r~ 
On Off On Average 

.. t 

(16-1) 

Figure 16-2 Conventional heat pump 
wavefonns. 
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Figure 16-3 Fluorescent lamp with an inductive baJlast. 

The lamp and the ballast characteristics are plotted in Fig. 16-3b in tenns of V2 and I. The 
intersection of the two characteristics provides a stable operating point. 

Figure 16-4a shows a circuit schematic for the conventional60-Hz rapid-start system 
consisting of two lamps in series. In this system, the lamp cathodes are continuously 
heated by the cathode heater windings A. B. and C. The circuit is redrawn in Fig. 16-4b 
without the heating windings to explain the basic operation. The input voltage is boosted 
by the autotransfonner (primary in series with the secondary). The leakage inductances of 
the primary and the secondary transfonner windings provide the ballast inductance needed 
for a stable operation. The starting capacitor has a low impedance compared to an 
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Figure 16-4 Conventional 60-Hz rapid-start fluorescent lamp: (a) circuit 
schematic; (b) simplified schematic. 

Secondary 
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unignited lamp and a high impedance compared to an ignited lamp. Therefore at start-up, 
the starting capacitor provides a shunt across lamp B, and nearly all of the input voltage 
appears across lamp A, thus striking an arc. Once the arc discharge is established in lamp 
A, a high voltage appears across lamp B, which ignites an arc in lamp B. Then, the series 
combination of lamps A and B is in series with a power factor correction capacitor Cpf' 
which is used to correct an otherwise poor power factor of operation. 

The high-frequency fluorescent lighting system is shown in a block diagram form in 
Fig. 16-50. The high-frequency electronics ballast converts the 6O-Hz input to a higb­
frequency output, usually in a range of 25-40 kHz. The block diagram of the higb­
frequency electronics ballast shown in Fig. 16-5b consists of a diode rectifier bridge 
discussed in Chapter 5 and a dc-to-high-frequency-ac inverter. The inversion of dc to 
high-frequency ac can be obtained in one of several ways: for example, a class E resonant 
converter discussed in Chapter 9 can be used to produce sinusoidal lamp voltage and 
current; another possibility is to use a switch-mode converter, for example, a half-bridge 
topology, as discussed in Chapter 10, but without the isolation transformer and the output 
rectifying stage. An EMI filter is used before the rectifier bridge to suppress the conducted 
EMI. As in most power electronics equipment, the current drawn by the ballast from the 
utility system will contain significant harmonics, and hence the electronic ballast will 
operate at a poor power factor. The problem of harmonics can be remedied efficiently by 
the input current waveshaping circuit described in Chapter 18. 

Because a large electromagnetic ballast associated with a standard 6O-Hz fluorescent 
system is not required, the electronic ballasts in general are more energy efficient com­
pared to the standard ballasts. A dimming control can be incorporated in the 6O-Hz as well 
as the high-frequency lighting systems to compensate for the daylight corning in through 
the windows. In addition, a dimming control can lead to significant energy savings in the 
following manner: the lumen capacity of a lamp diminishes with time. Therefore, the new 
lamps are selected to have a lumen capacity that is approximately 30% higher than the 
nominal requirement. With a dimming control, new lamps can be operated at a reduced 
power to deliver the nominal requirement, thus resulting in energy savings during the 
period while the lamps have a high lumen capacity. 
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Figure 16-5 High-frequency fluorescent lighting system: 
(a) system block dia~am; (b) baIlast block di~am. 
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16-2-3 INDUCTION COOKING 
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Metal pan 

U 

In a standard electric or gas cooking range, a significant amount of heat escapes to the 
surroundings, thus resulting in poor thennal efficiency. This can be avoided by means of 
induction cooking, which is shown in Fig. 16-6 in a block diagram fonn. The 6O-Hz ac 
input is converted to a high-frequency ac in a range of 25-40 kHz, which is supplied to 
an induction coil. This induces circulating currents in the metal pan on top of the induction 
coil, thus directly heating the pan. Similar circuits as discussed in connection with the 
high-frequency electronics ballasts for fluorescent lights can be used to convert 6O-Hz ac 
input to high-frequency ac. 

16-3 INDUSTRIAL APPLICATIONS 

Industrial applications such as induction heating and welding are discussed here in tenns 
of the converter circuits discussed in the previous chapters. 

16-3-1 INDUCTION HEATING 

In induction heating, the heat in the electrically conducting workpiece is produced by 
circulating currents caused by electromagnetic induction. Induction heating is clean, 
quick, and efficient. It allows a defined section of the workpiece to be heated accurately. 
The magnitude of the induced currents in workpiece decreases exponentially with the 
distance x from the surface, as given by the equation 

J(x) = Joe-x/8 (16-2) 

where Jo is the current at the surface and I) is the penetration depth at which the current 
is reduced to Jo times a factor lie (=0.368). The penetration depth is inversely propor­
tional to the square root of frequency f and proportional to the square root of the workpiece 
resistivity p 

a=k~ (16-3) 

where k is a constant. Therefore, the induction frequency is selected based on the appli­
cation. A low frequency such as the utility frequency may be used for induction melting 
of large workpieces. High frequencies of up to a few hundred kilohertz are used for 
forging, soldering, hardening, and annealing. 

The circulating currents are caused in the workpiece by the currents in the induction 
coil. The induction coil is inductive, and the induction load can be represented by an 
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equivalent resistance in series with the coil inductance or by an equivalent parallel resis­
tance as shown in Figs. 16-70 and 16-7 b, respectively. A resonant capacitor is used to 
supply a sinusoidal current to the induction coil and to compensate for the poor power 
factor due to the coil inductance. This leads to the following two basic circuit configu­
rations: 

1. Voltage-source, series-resonant inverters, as shown in Fig. 16-70 

2. Current-source, parallel-resonant inverters, as shown in Fig. 16-7b 

The voltage-source series-resonant inverter configuration of Fig. 16-70 is similar to 
the series-loaded resonant (SLR) converters discussed in Chapter 9. The inverter input is 
a dc voltage and the output is a square-wave voltage at the desired frequency. If the 
operating frequency is chosen to be near the resonant frequency, then the current i will be 
essentially sinusoidal due to the impedance characteristic shown in Fig. 9-7 of Chapter 9 
for a series-resonant circuit. Up to a few tens of kilohertz, it is possible to use thyristors 
as switches in the inverter. This will require that the operating frequency be below the 
resonant frequency so that the circuit impedance is capacitive and the current through the 
thyristors is naturally commutated. The power to the load can be controlled by controlling 
the inverter frequency. 

The current-source, parallel-resonant inverters of Fig. 16-7b for induction heating 
were discussed in Chapter 9 in connection with resonant converters. 
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Figure 16-7 Induction heating: (a) voltage-source series-resonant 
induction heating; (b) current-source parallel-resonant induction heating. 
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16-3-2 ELECTRIC WELDING 

In electric arc welding, the melting energy is provided by establishing an arc between two 
electrodes, one of which is the metallic workpiece being welded. 

The voltage-current characteristic of the welder depends on the type of welding 
process employed. Typical rated voltage and current are 50 V and 500 A dc, respectively. 
It is desirable to have a very low ripple in the current once an arc is established. In all 
welding applications, the output needs to be electrically isolated from the utility input. 
This electrical isolation is provided by either a 6O-Hz power transformer or a high­
frequency transformer. 

In welders with a 6O-Hz power transformer, the input ac voltage is first stepped down 
to a suitably low voltage. Then, it is converted to a controlled dc by means of one of the 
three schemes shown in Fig. 16-8 in block diagram form. In Fig. 16-8a, a full-bridge 
thyristor rectifier is used. A large inductor is needed at the input to limit the current ripple. 
The other alternative, as shown in Fig. 16-8b, is to use a diode rectifier bridge that 
produces an uncontrolled dc. This uncontrolled dc voltage is controlled by means of a 
transistor series regulator. The transistor operates in its active region and acts as an 
adjustable resistor in order to regulate the welder's output. In the scheme of Fig. 16-8c, 
a switch-mode, step-down dc-dc converter is used to control the output voltage and 
current. All of these schemes suffer from the weight, size, and losses in the 6O-Hz power 
transformer. The energy efficiency is particularly low in the scheme of Fig. 16-8b with a 
series regulator, where a substantial power loss takes place in the transistor operating in 
its active region. 

The block diagram of a switch-mode welder is shown in Fig. 16-9, where the 
electrical isolation is provided by a high-frequency transformer. The various blocks 
shown in Fig. 16-9 are very similar to those used for the switching dc power supplies 
discussed in Chapter 10. One of the resonant concepts discussed in Chapter 9 may be used 
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Figure 16-8 Welders with a 60-Hz transfonner: (a) controlled 
thyristor bridge; (b) series regulator; (c) step-down dc-dc 
converter. 
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to invert dc into a high-frequency ac. A small inductance is needed at the output to limit 
the output current ripple at high frequencies. The efficiency of such a welder is in the 
85-90% range, in addition to a much smaller weight and size compared with the welders 
employing a 60-Hz power transformer. 

16-3-3 INTEGRAL HALF -CYCLE CONTROLLERS 

In industrial applications requiring resistive heating or melting where the thermal time 
constants of the process are much longer than the 6O-Hz time period, it is possible to 
employ an integral half-cycle control. This is shown in Fig. I6-IOa for a resistive Y-con­
nected load supplied through three triacs or back-to-back connected thyristors. If the 
neutral wire is accessible, this circuit can be analyzed on a per-phase basis, as shown in 

101 Ibl 

v, 

,rV?JVVV\f\JV\fv · 
1---'" hall-cycles-----j 

v. 

, I (\(\ V 
(\(\ 
V 

• t 

~ 
n hall-cycles 

Ie) 

Figure 16-10 Integral half-cycle controllers: (a) three-phase circuit; 
(b) per-phase circuit; (c) waveforms. 
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Fig. 16-lOb. The waveforms are drawn in Fig. 16-lOc. By controlling the ratio nlm, 
keeping m constant, the average power supplied to the load is controlled. 

SUMMARY 

Some of the residential and industrial applications of power electronics are discussed. The 
associated power quality issues of the injected harmonic currents and the power factor of 
operation are discussed in Chapter 18. 

PROBLEMS 

16-1 In Fig. 16-2 for a single-speed heat pump, assume that each on and off period is 10 min long, that 
is, there are three cycles per hoUT. When the compressor is turned on, its output increases expo­
nentially, reaching 99% of its maximum capacity at the end of the 10-min on interval. Once the 
compressor is turned off, the heating (or cooling) decays with a much smaller time constant and can 
be assumed to be instantaneous. 

(a) If the rated electrical power is drawn throughout the on interval, calculate the loss in efficiency 
due to the exponential rise in the compressor output. 

(b) A load-proportional capacity-modulated heat pump is used to eliminate the above on-off 
cycling. The efficiency of the solid-state controller is 96% and the motor efficiency is lower by 
1 percentage point because of reduced speed, reduced load operation, and inverter hannonics. 
Assume that the compressor efficiency remains unchanged. 

Compare the system efficiency with the single-speed compressor system of part a if the motor 
efficiency in part a can be assumed to be 85%. 
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CHAPTER 17 

ELECTRIC UTILITY 
APPLICATIONS 

17 -1 INTRODUCTION 

Power electronic systems that have unique electric utility applications such as high­
voltage dc transmission, static var compensators, and the interconnection of renewable 
energy sources and energy storage systems to the utility grid are discussed in this chapter. 

In recent years, as the semiconductor devices have improved in their voltage- and 
current-handling capabilities, new applications of power electronics in power systems are 
being investigated. Two such examples are the flexible ac transmission systems 
(FACTSs), discussed in reference 5 of Chapter l, and active filters to improve power 
qUality. 

Several universities have added new courses to specifically discuss these high-power 
applications of power electronics, where EMTP (discussed in Section 4-6-2 of Chapter 4) 
is used as the simulation tool in reference 1. In keeping with the objective of this book, 
we have only provided an overview of these applications. 

17-2 HIGH-VOLTAGE de TRANSMISSION 

460 

Electrical plants generate power in the form of ac voltages and currents. This power is 
transmitted to the load centers on three-phase, ac transmission lines. However, under 
certain circumstances, it becomes desirable to transmit this power over dc transmission 
lines. This alternative becomes economically attractive where a large amount of power is 
to be transmitted over a long distance from a remote generating plant to the load center. 
This breakeven distance for HVDC overhead transmission lines usually lies somewhere in 
a range of 300-400 miles and is much smaller for underwater cables. In addition, many 
other factors, such as the improved transient stability and the dynamic damping of the 
electrical system oscillations, may influence the selection of dc transmission in preference 
to the ac transmission. It is possible to interconnect two ac systems, which are at two 
different frequencies or which are not synchronized, by means of an HVDC transmission 
line. 

Figure 17-1 shows a typical one-line diagram of an HVDC transmission system for 
interconnecting two ac systems (where each ac system may include its own generation and 
load) by an HVDC transmission line. Power flow over the transmission line can be 
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Terminal B 
r--l 
I I 
I I 

"I I 
I 
I 
I 
I 
I 
I 
I 

DC transmission I 
line I 

I 
I 
I 
I 
I 
I 

--I I 
I I L __ -.l 

reversed. If we assume the power flow to be from system A to B, the system A voltage, 
in the range of 69- 230 kY, is transformed up to the transmission level and then rectified 
by means of the converter terminal A and applied to the HYDC transmission line. At the 
receiving end, the dc power is inverted by means of the converter terminal B, and the 
voltage is transformed down to match the ac voltage of system B. The power received 
over the HYDC transmission line is then transmitted over ac transmission and distribution 
lines to wherever it is needed in system B. 

Each converter terminal in Fig. 17-1 consists of a positive pole and a negative pole. 
Each pole consists of two 6-pulse, line-frequency bridge converters connected through a 
y - y and a /1- Y transformer to yield a 12-pulse converter arrangement. On the ac side 
of the converter, the filters are required to reduce the current harmonics generated by the 
converters from entering the ac system. Moreover, the power factor correction capacitors 
are included along with the ac filter banks to supply the lagging reactive power (or the 
inductive vars) required by the converter in the rectifier as well as in the inverter mode of 
operation. On the dc side of the converter, the ripple in the dc voltage is prevented from 
causing excessive ripple in the dc transmission line current by means of smoothing 
inductors Ld and the dc-side filter banks, as shown in Fig. 17-1. 

17-2-1 TWELVE-PULSE LINE-FREQUENCY CONVERTERS 

The 6-pulse line-frequency controlled converters were discussed in detail in Chapter 6. 
Because of high power levels associated with the HVDC transmission application, it is 
important to reduce the current harmonics generated on the ac side and the voltage ripple 
produced on the dc side of the converter. This is accomplished by means of a 12-pulse 
converter operation, which requires two 6-pulse converters connected through a Y - Y and 
a /1- Y transformer, as is shown in Fig. 17-2. The two 6-pulse converters are connected 
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Figure 17-2 Twelve-pulse converter arrangement. 

in series on the dc side and in parallel on the ac side. The series connection of two 6-pube 
converters on the dc side is important to meet the high voltage requirement of an HVDC 
system. 

In Fig. 17-2, Vas,n, leads V as2n2 by 30°. The voltage and current waveforms can be 
drawn by assuming the current Id on the dc side of the converter to be a pure dc in Ibc 
presence of the large smoothing inductor Ld shown in Fig. 17-2. Initially, for simplicity. 
we will assume that the per-phase ac-side commutating inductance Ls is negligible, thus 
resulting in rectangular current pulses. In practice, however, substantial commutating 
inductances are present as a result of the transformer leakage inductances. The effects of 
these commutating inductances on the 12-pulse waveform are discussed later. 

With the foregoing assumptions of Ls = 0 and i)..t) = Id and recognizing that Vas ... 

leads V as2n2 by 30°, we can draw the current waveforms as in Fig. 17-3a. Each 6-pulse 
converter operates at the same delay angle Q. The waveform of the total per-phase c~ 
ia = ial + ia2 clearly shows that it contains fewer harmonics than either iaJ or ia2 draw-. 
by the 6-pulse converters. In terms of their Fourier components 

. 2V3 J I I J 
laJ = 2Nr/d(COS 6 - 5 cos 56 + 7 cos 76 - il cos 116 + 13 cos 136 .) 

(17-1) 

. 2V3 I J 1 1 
la2 = 2Nr/d(COS 6 + 5 cos 56 - 7 cos 76 - il cos 116 + 13 cos 136 .) 

(17-2) 

where 6 = wt and the transformer turns ratio N is indicated in Fig. 17-2. Therefore, Ibc 
combined current drawn is 

2V3 1 1 
ia = ial + ia2 = Nrr Id(cos 6 - il cos 116 + 13 cos 136 . . .) (17-3) 
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This Fourier analysis shows that the combined line current has harmonics of the order 

h = 12k ± 1 (where k = an integer) (I 7-4) 

resulting in a 12-pulse operation, as compared with a 6-pulse operation where the ac 
current harmonics are of the order 6k ± 1 (where k = an integer). The harmonic current 
amplitudes in Eq. 17-3 for a 12-pulse converter are inversely proportional to their har­
monic order and the lowest order harmonics are the eleventh and the thirteenth. The 
currents on the ac side of the two 6-pulse converters add, confirming that the two con­
verters are effectively in parallel on the ac side. 

On the dc side, the voltage waveforms Vdl and Vd2 for the two 6-pulse converters are 
shown in Fig. 17-3b. These two voltage waveforms are shifted by 30° with respect to each 
other. Since the two 6-pulse converters are connected in series on the dc side, the total dc 
voltage Vd = Vdl + Vd2 has 12 ripple pulses per fundamental-frequency ac cycle. This 
results in the voltage harmonics of the order h in v d, where 

h = 12k (k = an integer) (17-5) 

and the twelfth harmonic is the lowest order harmonic. Magnitudes of the dc-side voltage 
harmonics vary significantly with the delay angle a. 

In practice, Ls is substantial because of the leakage inductance of the transformers. 
The presence of Ls does not change the order of characteristic harmonics produced either 
on the ac side or on the dc side, provided that the two 6-pulse converters operate under 
identical conditions. However, the harmonic magnitudes depend significantly on Ls ' delay 
angle a, and dc current [d' The effect of Ls on the ac current waveform and harmonics was 
discussed in Chapter 6. 

Based on the derivation in Chapter 6, the average dc voltage can be written as 

Vd 3v2 3wLs 
Vdl = Vd2 = '2 = ~Vucos a - ~[d (17-6) 

where V u is the line-to-line rms voltage applied to each of the 6-pulse converters and Ls 
is the per-phase leakage inductance of each of the transformers, referred to their converter 
side. 

As we explained in Chapter 6, a > 90° corresponds to an inverter mode of operation 
with a transfer of power from the dc to the ac side of the converter. 

17-2-2 REACTIVE POWER DRAWN BY CONVERTERS 

As was alluded to earlier, the line-frequency, line-voltage-commutated converters operate 
at a lagging power factor and, hence, draw reactive power from the ac system. Even 
though the ac-side currents associated with the converter contain harmonics in addition to 
their fundamental-frequency components, the harmonic currents are "absorbed" by the 
ac-side filters, whose design must be based on the magnitude of the generated harmonic 
current magnitudes, as we will discuss later. Therefore, only the fundamental-frequency 
components of the ac currents are considered for the real power transfer and the reactive 
power drawn. It is necessary to consider only one of the two 6-pulse converters, since the 
real and the reactive power for the 12-pulse converter arrangement making up a pole are 
twice the per-converter values. 

17·2·2·1 Rectifier Mode of Operation 

With the initial assumption that L .. = 0 in Fig. 17-2, Fig. 17-3c shows the phase-to-neutral 
voltage vas,n, and the current ias, (corresponding to converter 1 in Fig. 17-3) with id(t) = 
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ld at a delay angle 0:. The fundamental-frequency current component (ias,h shown by the 
dashed curve lags behind the phase voltage vas,,,, by the displacement power factor angle 
<l>J' where 

<l>J :::: 0: (17-7) 

Therefore, the three-phase reactive power (lagging) required by the 6-pulse converter 
because of the fundamental-frequency reactive current components, which lag their re­
spective phase voltages by 90°, equals 

QJ :::: V3 Vu(las,hsin 0: (17-8) 

where V u is the line-to-line voltage on the ac side of the converter. 
From the Fourier analysis of ias, in Fig. 17-3c, the rms value of its fundamental­

frequency component is 

(17-9) 

Therefore, from Eqs. 17-8 and 17-9 

(V6 ) . QJ :::: V3 Vu -;-ld sm 0: :::: (17-10) 

The real power transfer through each of the 6-pulse converters can be calculated from 
Eq. 17-6 with Ls :::: 0 as 

(17-11) 

For a desired power transfer P dJ' the reactive power demand Q J should be minimized as 
much as possible. Similarly, ld should be kept as small as possible to minimize 12R losses 
on the dc transmission line. To minimize ld and Q J' noting that V u is essentially constant 
in Eqs. 17-10 and 17-11, we should choose a small value for the delay 0: in the rectifier 
mode of operation. For practical reasons, the minimum value of 0: is chosen in a range of 
10°_20°. 

17·2·2·2 Inverter Mode of Operation 

In the inverter mode, the dc voltage of the converter acts like a counter-emf in a dc motor. 
Therefore, it is convenient to define the dc voltage polarity as shown in Fig. 17-4a, so that 
the dc voltage is positive when written specifically for the inverter mode of operation. In 
Chapter 6, the extinction angle 'Y for the inverter was defined in terms of 0: and u as 

'Y :::: 180° - (0: + u) (17-12) 

where 0: is the delay angle and u is the commutation or the overlap angle. The inverter 
voltage in Fig. 17-4 can be obtained as (see Problems 17-7) 

Vd 3wLs 
VdJ :::: V d2 :::: "2 :::: 1.35Vucos 'Y - --:;-ld (17-13) 

Again with the assumption that Ls :::: 0 for simplicity, Fig. 17-4b shows the idealized 
waveforms for vas,,,, and ias, at an 0: > 90°, corresponding to the inverter mode of 
operation. The fundamental-frequency component (ias)J of the phase current is shown by 
the dashed curve. In the phasor diagram of Fig. 17-4c, the fundamental-frequency reac­
tive current component lags behind the phase-to-neutral voltage, indicating that even in 
the inverter mode, where the direction of power flow through the converter has reversed, 
the converter requires reactive power (lagging) from the ac system. 
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Figure 17-4 Inverter mode of operating (assuming L. 0). 

With Ls = 0, U = 0 in Eq. 17-12 and 'Y = 1800 
IX. Therefore, the expressions for 

per-converter Q 1 and P dl in Eqs. 17-10 and 17-11 can be obtained specifically for the 
inverter mode in terms of 'Y as 

(17-14) 

and 

(17-15) 

where the directions of the reactive power (lagging) and the real power are as shown in 
Fig. 17-4a. 
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In Eqs. 17-14 and 17-15, 'Y should be as small as possible for a given power transfer 
level to minimize /2R losses in the transmission line due to /d and to minimize the reactive 
power demand by the converter. As we discussed in Chapter 6, the minimum value that 
'Y is allowed to attain is called the minimum extinction angle 'Ymin that is based on allowing 
sufficient turn-off time to the thyristors. 

In a 12-pulse converter arrangement, the reactive power requirement is the sum of the 
reactive powers required by each of the two 6-pulse converters. The ac-side filter banks 
and the power factor correction capacitors partially provide the reactive power demand of 
the converters, as discussed in Section 17-2-4. 

17-2-3 CONTROL OF HVDC CONVERTERS 

It is possible to discuss the control of converters in an HYDC system on a per-pole basis, 
since both the positive and the negative poles are operated under identical conditions. 
Figure 17-5a shows the positive pole, for example, consisting of the 12-pulse converters 
A and B. Terminal A is assumed to be operating as a rectifier, and its dc voltage is defined 
as V dA' Terminal B is assumed to be operating as an inverter, and its dc voltage V dB is 
shown with a polarity that is specific to the inverter mode of operation, so that VdB has 
a positive value. 

In steady state in Fig. 17-5a 

V dA - V dB 
/d = (17-16) 

Rdc 

where Rdc is the dc resistance of the positive transmission line conductor. In practice, Rdc 

is small and / d results as a consequence of a small difference between two very large 
voltages in Eq. 17-16. Therefore, one converter is assigned to control the voltage on the 
transmission line and the other to control/d' Since the inverter should operate at a constant 
'Y = 'Ymin' it is natural to choose the inverter (converter B in Fig. 17-5a) to control Vd • 

Then, /d and, hence, the power level are controlled by the rectifier (converter A in Fig. 
17-5a). 

Figure 17 -5b shows the rectifier and the inverter control characteristics in the V r / d 

plane, where Vd is chosen to be the voltage at the rectifier, that is, Vd = VdA' At the 
constant extinction angle 'Y = 'Ymin' the inverter produces a voltage Vd in Fig. 17-5a, 
which is given as 

+ 

(a) 

Figure t 7-5 Control of HVDC system. 
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Assuming the quantity within the bracket in Eq. 17-17 to be positive, the constant 
extinction angle operation of the inverter results in a Vr I d characteristic as shown in Fig. 
17-5b. 

The rectifier can be controlled to maintain Id equal to its commanded or reference 
value Id.ref. The actual current Id is measured, and the error (Ir1d.ref) , if positive, 
increases the rectifier delay angle a; if the error is negative, a is decreased. A high-gain 
current controller results in a nearly vertical rectifier characteristic in Fig. 17-5b at Id,ref' 
The intersection of the two characteristics in Fig. 17-5b establishes the transmission line 
voltage Vd and the current Id. 

The foregoing discussion shows how the power flow Pd = Vd1d from terminal A 
to terminal B can be controlled in Fig. 17-5a by controlling Id' while maintaining 
the transmission line voltage as high as possible to minimize i1?dc power loss in the 
transmission line. This type of control also results in a small value of a in the rectifier and 
a small 'Y = 'Ymin in the inverter, thus minimizing the reactive power demand by both the 
rectifier and the inverter. In practice, the transformers at both the terminals consist of tap 
changers, which can control the ac voltage V u. supplied to the converters in a small range, 
thus providing an additional degree of control. 

The control characteristics shown in Fig. 17-5b can be extended for negative values 
of Vd so that the power flow can be controlled smoothly in magnitude as' well as in 
direction. A detailed discussion can be found in reference 2. This capability to be able to 
reverse the power flow is useful if the two ac systems interconnected by the dc transmis­
sion line have loads that vary differently with seasons or the time of day. The same may 
be the case if one of the ac systems contains hydro generation whose output depends on 
seasons. Another application of this control capability is to modulate the power flow on 
the dc line to damp out the ac system oscillations. 

17-2-4 HARMONIC FILTERS AND POWER FACTOR 
CORRECTION CAPACITORS 

17-2-4-1 dc-Side Harmonic Filters 

To minimize the inductively coupled harmonic interference produced in the telephone 
system and other types of control/communication channels in parallel with the HVOC 
transmission lines, it is important to minimize the magnitudes of the current harmonics on 
the dc transmission line. The voltage harmonics are of the order 12k, where k is an 
integer. The magnitudes of the harmonic voltages depend on a, Ls' and Id for a given ac 
system voltage. Under a balanced 12-pulse operating condition, the 12-pulse converter 
can be represented by an equivalent circuit as shown in Fig. 17-6a, where the harmonic 
voltages are connected in series with the dc voltage Yd' 

A large smoothing inductor Ld of the order of several hundred millihenries is used in 
combination with a high-pass filter, as shown in Fig. 17-6a, in order to limit the flow of 
harmonic currents on the transmission line. The impedance of the high-pass filter in Fig. 
17-6a is plotted in Fig. 17-6b, where the filter is designed specifically to provide a low 
impedance at the dominant twelfth harmonic frequency. 

17-2-4-2 ac-Side Harmonic Filters and Power Factor Correction Capacitors 

In a 12-pulse converter, the ac currents consist of the characteristic harmonics of the order 
12k ± 1 (k = an integer), as given by Eq. 17-4. The harmonic currents can be represented 
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Figure 17-6 Filter for dc-side voltage hannonics: (a) dc­
side equivalent circuit; (b) high-pass filter impedance vs. 
frequency. 

by means of an equivalent circuit, as shown in Fig. 17-7a. It is desirable to prevent these 
hannonic currents from entering the ac network, where they cause power losses and may 
also cause interference with the other electronic communication equipment. For this 
purpose, the per-phase filters shown in Fig. 17-7a are commonly used. The series-tuned 
filters are used for the two lower order hannonics: the eleventh and the thirteenth. A 
high-pass filter as shown in Fig. 17-7a is used to eliminate the rest of the higher order 
hannonics. The combined impedance of all the hannonic filters is plotted in Fig. 17-7b. 

Note that the filter design very much depends on the ac system impedance at the 
hannonic frequencies in order to provide adequate filtering and to avoid certain resonance 
conditions. The system impedance depends on the system configuration based on loads, 
generation pattern, and the transmission lines in service. Therefore, the filter design must 
anticipate the changes to occur in the foreseeable future (e.g., an additional interconnec­
tion), which may alter the ac system impedance. 



470 CHAPTER 17 ELECTRIC UfILITY APPLICATIONS 

AC 
system 

Impedance 

13th 
harmonic 

filter 

11th 
harmonic 

filter 

(e) 

1-----------, 
I 

I I 
I I 

I I 
I 
I 
I 
I 

ill 
i13 t '·1 

I 
I 
1 

I L __________ J 
12-pulse 
converter 

O'--------------------Frel!jueru;y 

1(1'31'7212529333741 -Harmonics 

(b) 

Figure 17-7 The ac side filters and power factor correction capacitors: (a) per-phase 
equivalent circuit; (b) combined per-phase filter impedance vs. frequency. 

The hannonic filters also provide a large percentage of the reactive power required by 
the converters in the rectifier and the inverter mode. In the ac-side filters discussed earlier 
(both series tuned and high pass), the capacitive impedance dominates at the 6O-Hz 
frequency over the inductive elements connected in series with the capacitor. Therefore, 
the effective shunt capacitance offered per phase by the ac filter bank at the fundamental 
or line frequency can be approximated as 

C, = CII + C13 + Chp (17-18) 

At the 6O-Hz fundamental system frequency, the per-phase reactive power (vars) 
supplied by the filter bank equals 

(17-19) 

where Vs is the nns phase voltage applied across the filters. Thus, the ac filters play an 
important role in meeting the reactive power demand of the converters, in addition to 
filtering the current hannonics. 

As was discussed in Section 17-2-3, which deals with the control of HYDe systems, 
the power flow on the dc line is controlled by adjusting Id in Fig. 17-5. Therefore, the 
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reactive power demand by the converters increases with the increasing power transfer 
level, as is suggested by Eq. 17-10. The filter capacitors are chosen such that the reactive 
power supplied by them does not exceed the reactive power demand of the converters at 
the minimum power level of the HYDe system operation. The reason is that if the reactive 
vars supplied by the filters exceed the converter demand, the problem of system over­
voltage, which tends to occur at the light-load conditions in the first place. will increase. 
Therefore, to compensate for the higher reactive power demand by the converters at 
higher power transfer levels, additional power factor correction capacitors Cpr are 
switched in, as shown in Fig. 17-7a. 

17-3 STATIC var COMPENSATORS 

In an electric utility network, it is desirable to regulate the voltage within a narrow range 
of its nominal value. Most utilities attempt to maintain the voltage deviations in a + 5%, 
-10% range around their nominal values. Moreover, it is desirable to have a balanced 
load on all three phases to eliminate negative- and zero-sequence currents that can have 
undesirable consequences such as additional heating in electrical equipment, torque pul­
sations in generators and turbines, and so on. The load on the power system fluctuates and 
can result in voltages outside of their acceptable limits. In view of the fact that the internal 
impedance of the ac system seen by the load is mainly inductive (since the transmission 
and distribution lines, transformers, generators, etc., have mainly inductive impedance at 
the line frequency of 60 Hz). it is the reactive power change in the load that has the most 
adverse effect on the voltage regulation. 

Consider the simple per-phase system equivalent circuit shown in Fig. 17-8a by 
means of the ac system Thevenin equivalent, where the internal impedance of the ac 
system is assumed to be purely inductive. Figure l7-8b shows the phasor diagram for a 
lagging power factor load P + jQ with a current I = Ip + jlq, which lags the terminal 
voltage VI' The terminal voltage magnitude is assumed to be at its nominal value. An 
increase ~Q in the lagging vars drawn by the load causes the reactive current component 
to increase to Iq + ~Iq, while Ip is assumed to be unchanged. The phasor diagram for the 
increased Q is indicated by "primed" quantities in Fig. 17-8b, where the terminal voltage 
is again chosen to be the reference phasor for simplicity; the magnitude of the internal 
system voltage Vs remains the same as before. The phasor diagram of Fig. 17-8b shows 
a drop in the terminal voltage by ~ VI caused by an increase in the lagging reactive power 
drawn by the load. In this case, even if Ip remains constant, the real power P will decrease 
because of the reduction in VI' For comparison purposes, Fig. 17-8c shows the phasor 
diagram where the percentage change in Ip is the same as the percentage change in Iq in 
Fig. 17-8b, while Iq is assumed to be unchanged. Figure 17-8c shows that the voltage 
change ~VI is small due to a change in Ip. 

Most utility systems utilize power factor correction capacitor banks, which are 
switched in and out by means of mechanical contactors to compensate for the slow 
changes in the reactive power of the load in order to keep the overall load power factor 
as close to unity as possible. The reasons for the power factor correction are twofold: (1) 
it facilitates regulation of the system voltage within a range of + 5%, -10% around its 
nominal value and (2) a close to unity power factor of the load-capacitor combination 
results in the lowest magnitude of the current drawn for a given real power demand. This 
in turn reduces the 12R losses in the various equipment within the ac system. Moreover, 
the capacity of the equipment, which is rated in terms of current-handling capability, is 
more effectively utilized. 
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Figure 17-8 Effect of Ip and Iq on 1',: (a) equivalent circuit; (b) change in Iq; (c) change 
in Ip. 

In this section, however, the objective is to discuss static var controllers, which by 
means of a power electronic interface can provide a quick control over the reactive power. 
These static var controllers are used to prevent annoying voltage flickers caused by 
industrial loads such as arc furnaces, which cause very rapid changes in the reactive power 
and also introduce a fluctuating load unbalance between the three phases. Another use for 
the static var controllers is to provide a dynamic voltage regulation to enhance the stability 
of the interconnection between two ac systems. 

There are primarily three types of static var controllers: 

1. Thyristor-controlled inductors (TCls) 

2. Thyristor-switched capacitors (TSCs) 

3. Switching converters with minimum energy storage elements 

A hybrid arrangement of a TCI with a TSC minimizes the no-load losses. 

17 -3-1 THYRISTOR-CONTROLLED INDUCTORS 

Thyristor-controlled inductors act as variable inductors where the inductive vars supplied 
can be varied very quickly. The system may require either inductive or capacitive vars, 
depending on the system conditions. This requirement can be met by paralleling TCls 
with a capacitor bank. 

The basic principle of a TCI can be understood by considering the per-phase circuit 
of Fig. 17-9a, where an inductor L is connected to the ac source through a bidirectional 
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Figure 17-9 A TCI, basic principle: (a) per-phase TCI; (b) 0 < a < 90°; (c) a = 120°; 
(d) a = 135°. 

switch, consisting of two back-to-back connected thyristors. If the resistive component of 
the inductor is assumed to be negligibly small, the current through the inductor in steady 
state can be obtained as a function of the thyristor delay angle a. An equal value of a is 
used for both thyristors. 

As a base case, Fig. 17-9b shows the current waveform where the thyristor gate 
pulses are always present, corresponding to a = 0, as if thyristors were replaced by 
diodes. With w = 2'ITj, this results in a sinusoidal current iL whose rms value equals 

V. 
h = ILl = wL (w = 2'ITf) (17-20) 

where the inductor current consists solely of the fundamental-frequency component with­
out any harmonics. Since iL lags behind V. by 90° as shown in Fig. 17-9b, the delay angle 
a in a range of 0-90° has no control over iL and its rms value remains the same as given 
by Eq. 17-20. 

If a is increased beyond 90°, iL can be controlled as is shown in Figs. 17-9c and 17-9d 
corresponding to a values of 120° and 135°, respectively. Clearly as a is increased, ILl 
is reduced, thus allowing a control over the effective value of inductance connected to the 
utility voltage, since 

V. 
Left = --1-

WLi 

where by Fourier analysis (see Problem 17-8) 

V. 
ILl = -L(2'IT - 2a + sin 2a) 

'ITW 

(17-21) 

1 i"'IT :5 a :5 'IT (17-22) 
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Therefore, the lagging reactive power drawn by the per-phase TCI at the fundamental 
frequency is 

v2 

Q/ = VJLI = _s_ 
WLeff 

(17-23) 

The inductor current is not a pure sine wave at a > 900
, as can be seen by the 

waveforms in Fig. 17-9c and 17-9d. A Fourier analysis of the inductor current waveform 
shows that iL consists of odd harmonics h of the order 3,5, 7, 9, II, 13, ... whose 
amplitudes as a ratio of ILl depend on a. To prevent the third-order and the mUltiples of 
third-order harmonics, it is a common practice to connect three-phase TCI in a !l. so that 
these harmonics circulate through the inductors and do not enter the ac system. 1be 
capacitor, in parallel with the TCI to meet the system var requirements, filters out high­
frequency harmonics. Similar to the discussion in Section 17-2-4-2, the fifth and the 
seventh harmonics are filtered out by series-tuned filters. These series-tuned filters also 
provide the capacitive vars as described by Eqs. 17-18 and 17-19. 

17-3-2 THYRISTOR-SWITCHED CAPACITORS 

Figure 17-10 shows the basic arrangement where several (three or four) capacitors can be 
connected to the supply voltage through a bidirectional switch consisting of back-to-back 
connected thyristors. Unlike the phase control used in TCls to vary the effective value of 
the inductor, TSCs employ integral half-cycle control where the capacitor is either fully 
in or out of the circuit. 

The c"apacitor bank can be switched out by blocking the gate pulses to both the 
thyristors. The current flow stops at the instant of its zero crossing, which also corre­
sponds to the capacitor voltage equal to the maximum ac system voltage. The polarity of 
the capacitor voltage depends on the instant when the thyristor gate pulses are blocked. At 
switch-on, the thyristor must be gated at the proper instant of maximum ac voltage to 
avoid large overcurrents. Moreover, inductors, shown dashed in Fig. 17-10, are used to 
limit overcurrents at switch-on. By using a large number of thyristor-switched small 
capacitor banks, it is possible to vary the reactive power Qc in small but still discrete 
steps. 

17-3-3 INSTANTANEOUS var CONTROL USING SWITCHING 
CONVERTERS WITH MINIMUM ENERGY STORAGE 

The static var control schemes discussed in the previous sections consist of large energy 
storage inductors and capacitors to meet the var demand. Moreover, they cannot provide 
an instantaneous var control because of their inherent time delays. 

AC system-"""Tl----""l-------lr----
c: ~ c! 

III Cl C2 --------- Cn 

Figure 17-10 A TSC arrangement. 
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Figure 17-11 Instantaneous var controller. 

In Chapter 8, dealing with the switch-mode converters (inverters and rectifiers), it 
was shown that their ac current can be controlled by operating them in a current-control 
mode. Such a converter is shown in Fig. 17-11. The ac current of such switch-mode 
converters can be quickly controlled in magnitude as well as in their phase relationship 
(leading or lagging) to the ac voltages. Since the average power drawn or supplied by 
these converters is desired to be zero, a dc source at the dc input of the converter is not 
necessary. Only a small capacitor with a minimum energy storage is sufficient, and its dc 
voltage is maintained by the switch-mode converter, which transfers sufficient real power 
from the ac system to compensate for its own losses and to maintain a constant dc voltage 
across the capacitor, in addition to controlling the vars. 

The discussion of instantaneous reactive power can be found in reference 8, where the 
reactive power calculator calculates the instantaneous reference currents i:, i;, and i;, 
which the switch-mode converter of Fig. 17-11 supplies under a current-mode control. 
Note that the resonant converter concepts discussed in Chapter 9 can be used to reduce 
switching losses in the converter. 

17 -4 INTERCONNECTION OF RENEWABLE ENERGY SOURCES 
AND ENERGY STORAGE SYSTEMS TO THE UTILITY GRID 

A power electronic interface is needed to connect renewable energy sources such as 
photovoltaic, wind, and small hydro to the utility system. The same is true for the 
interconnection of energy storage systems for utility load-leveling (also called load-peak 
shaving), such as batteries, fuel cells, and superconductive energy storage inductors. 
Some of these systems are briefly discussed here. 

17-4-1 PHOTOVOLTAIC ARRAY INTERCONNECTION 

A large number of solar cells connected in series and parallel make up the photovoltaic or 
solar arrays. These cells produce a dc voltage when they are exposed to sunlight. Figure 
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17-12 shows the i-v characteristics of such a cell for various insolation (sunlight inten­
sity) levels and temperatures. Figure 17-12 shows that the cell characteristic at a given 
insolation and temperature basically consists of two segments: (I) the constant-voltage 
segment and (2) the constant-current segment. The current is limited as the cell is short­
circuited. The maximum power condition occurs at the knee of the characteristic where 
the two segments meet. It is desirable to operate at the maximum power point. Ideally, a 
pure dc current should be drawn from the solar array, though the reduction in delivered 
power is not very large even in the presence of a fair amount of ripple current. As an 
example, a 5% peak ripple current results in a power reduction of less than 1%. 

To ensure that the array keeps on operating at the maximum power point, a perturb­
and-adjust method (also called the "dithering" technique) is used where at regular in­
tervals (once every few seconds) the amount of current drawn is perturbed and the 
resulting power output is observed. If an increased current results in a higher power, it is 
further increased until power output begins to decline. On the other hand, if an increase 
in current results in less power than before, then the current is decreased until the power 
output stops increasing and begins to go down. 

The solar array is interconnected to the utility grid through an electrical isolation. The 
current supplied to the utility grid should be sinusoidal at nearly a unity power factor. The 
guidelines for the harmonic currents injected into the utility system and the total harmonic 
distortion (THD) are discussed in Chapter 18. 
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Figure 17-12 The /-1' characteristics of solar cells. 
(Source: reference 10.) 
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17-4-1-1 Single-Phase Interconnection 

It is possible to use a line-frequency, phase-controlled converter of the type discussed in 
Chapter 6, where the converter always operates in an inverter mode and the electrical 
isolation is provided by a 6O-Hz transformer. However, ac-side filters and the reactive 
power compensation would be needed, since the output current will contain harmonics 
and will be at a lagging power factor. Alternatively, a switch-mode pulse-width-modu­
lated converter of the type discussed in Chapter 8 can be used where the electrical 
isolation is again provided by a 6O-Hz transformer. However, since the current output is 
controlled to be in phase with the utility voltage, it may be economically feasible to utilize 
a high-frequency transformer to provide electrical isolation. 

A circuit diagram of an interface that utilizes a high-frequency transformer is shown 
in Fig. 17-13. The dc voltage input is inverted to produce a high-frequency ac across the 
primary of the high-frequency transformer. Its secondary voltage is rectified and the 
resulting dc is interfaced with the line voltage through a line-frequency line-voltage­
commutated thyristor inverter of the type discussed in Chapter 6. Since the line current is 
required to be sinusoidal and in phase with the line voltage, the line-voltage waveform is 
measured to establish the reference waveform for the sinusoidal line current i;, whose 
amplitude is determined by the maximum power controller using a "dithering" scheme 
discussed earlier. The current i; multiplied by the transformer turns ratio acts as the 
reference current at the switch-mode inverter output. The inverter can be controlled to 
deliver the reference current by means of current-regulated control, as described in Chap­
ter 8. One way to implement this control is described in references 9 and 10. The 
line-frequency thyristor converter in Fig. 17-13 can be operated at a very small value of 
extinction angle 'Y since the current through it is controlled to be very small near the zero 
crossing of the ac system voltage. 

17-4-1-2 Three-Phase Interconnection 

At a power level above a few kilowatts, it is preferable to use a three-phase interconnec­
tion. Sinusoidal ac currents at a unity power factor can be delivered by using a switching­
mode dc-to-ac inverter of the type discussed in Chapter 8 under a current-mode control. 
A 6O-Hz three-phase transformer would be required to provide electrical isolation. 

17-4-2 WIND AND SMALL HYDRO INTERCONNECTION 

In the case of wind, the power available varies with the cube of the wind velocity. For 
small hydro, the power available depends on the pressure head and the flow. For both 
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Figure 17-13 High-frequency photovoltaic interface. 
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Figure 17-14 Interconnection of wind/hydro generator. 

wind and small hydro, to extract the maximum amount of power, it is desirable to let the 
turbine speed vary over a wide range to an optimum value dependent on the operating 
conditions. This would not be possible if a synchronous generator were directly connected 
to the utility (60-Hz) system that dictated a constant speed (synchronous speed). The 
induction generators connected to the utility system would allow the speed to vary only 
in a very narrow speed range. Therefore, to allow the generator-turbine speed to vary to 
optimize efficiency of power generation, the three-phase generator output is rectified into 
dc and then interfaced with the three-phase utility source by means of a switch-mode 
converter of the type discussed in Chapter 8. A block diagram is shown in Fig. 17-14, 
where a 6O-Hz isolation transformer is included. 

Because of the medium power levels (a few tens of kilowatts and higher) usually 
associated with the wind and small hydro generators, a three-phase utility interconnection 
is preferable. 

17-4-3 MINNESOTA INTERFACE: A NEW TOPOLOGY UTILITY 
INTERFACE FOR PHOTOVOLTAIC, WIND, AND 
FUEL CELL SYSTEMS 

A unique topology interface, using a thyristor inverter and only two controlled switches, 
has been developed to supply power to the three-phase utility from photovoltaic (PV), 
wind, and fuel cell systems. The utility currents are sinusoidal at nearly a unity power 
factor. The circuit diagram is shown in Fig. 17-15a, and the resulting voltage and current 
waveforms are shown in Fig. 17-15b, where the current has a THD of only 3.4%. The 
operating principle of this interface is described in reference 12. The recent advances in 
its control allow the displacement power factor of the current to be adjustable (lagging, 
unity, or leading) and completely eliminate the possibility of commutation failures. 

17 -4-4 INTERCONNECTION OF ENERGY STORAGE SYSTEMS FOR 
UTILITY LOAD LEVELING 

Fuel cells, batteries, and superconductive energy storage inductors are some of the means 
under consideration to reduce utility load peaks. As a brief explanation, it is desirable to 
operate the most efficient utility generators (such as nuclear and the newer high-efficiency 
coal-fired plants) at their rated capacity at all times. However, the load on the utility 
system does not remain constant with the time of day and also fluctuates based on the 
weather conditions. To meet the peak load, either oil- or gas-fired generators, also called 
the peaking plants, have to be used, which are expensive to operate because of the high 
cost of fuel. An alternative to this is to store the electrical energy generated by the efficient 
generating plants during low-load conditions and to supply it back to the utility grid under 
peak-load conditions, thus reducing or eliminating the need for peaking plants powered by 
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Figure 17-15 New topology, utility interface [12]. 

gas or oil. The electric energy can be stored in batteries or in the fonn of a magnetic field 
in a superconductive inductor. Another option is to use the electric energy during low-load 
conditions to produce oxygen by electrolysis, which can then be used in fuel cells to 
provide electrical output. 

Both batteries and fuel cells produce a dc voltage. To interconnect them to the utility 
system, a scheme similar to that used for single-phase or three-phase interconnection of 
photovoltaic arrays can be used. 

The most economical way to interconnect large superconductive inductors would be 
to use 12-pulse line-commutated converters, as shown in Fig. 17-16. Under the control of 

Superconductive 
inductor 

Figure 17-16 Superconductive energy 
storage inductor interconnection. 
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the delay angle, the converter operation can be continuously varied from a full-rectifier 
(charge) mode to the full-inverter (discharge) mode, while the current flows continuously 
in the same direction. 

17-5 ACTIVE FILTERS 

The next chapter (Chapter 18) deals with the concerns due to the harmonic components 
in the utility current drawn by the power electronics equipment. It also describes the 
corrective measures within the power electronics equipment that would result in sinusoi­
dal currents at nearly a unity power factor. In this section, we would discuss active filters, 
which can prevent harmonic currents from entering the utility system, if harmonic-cur­
rent -producing nonlinear loads are being supplied by the utility. 

Figure 17-17 shows a one-line diagram of how an active filter functions. The current 
drawn by the nonlinear load(s) consists of a fundamental-frequency component iLl and a 
distortion component iL,distortion' The load current is sensed and filtered to provide a signal 
proportional to the distortion component iL.distonion' Under a current-mode control, as 
discussed in Section 8-6-3 of Chapter 8, a switch-mode dc-to-ac converter is operated to 
deliver the current iL,dislortion to the utility. Therefore, in an ideal case, the harmonics in 
the utility current are eliminated. On the dc side of the converter, only a capacitor with 
a minimum energy storage is needed, as discussed in Section 17-3-3, because the dc 
voltage across it is maintained by the switch-mode converter that transfers real power 
from the utility to compensate for its own losses by drawing a current il,loss' 

Active filters have been studied for a long time [14,15]. Now due to improved 
power-handling capabilities of power semiconductor devices, they are being considered 
seriously in novel hybrid filter topologies, as discussed in reference 16. 

SUMMARY 

In this chapter, high-power electric utility applications of power electronics are discussed. 
These include HVDC transmission, static var control, interconnection of renewable en­
ergy sources, and the energy storage systems for the utility load leveling. 

iUtility iL = iLl + iL, dislortion ---- ----rv,r-------~------------~ 
Utility 

t ililler (= iL , distortion - iI, loss) 

Switch-mode 
dc-to-ac conYl!rter 

Figure 17-17 One-line diagram of an active filter. 
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PROBLEMS 

17-1 Verify the current wavefonns in Fig. 17-3a and the expressions given by Eqs. 17-1 through 17-3. 

17-2 With a constant-input ac voltage Vu and a constant dc current Id' plot the locus in the P-Q plane 
as the delay angle a of the converters in Fig. 17-2 is varied. Repeat this for a family of Id values. 

17-3 A dc transmission link interconnects two 230-kV ac systems. It has four bridges at each tenninal 
(two per pole) with each pole rated at ±250 kV, 1000 A. The parameters for each pole of the dc 
link are given in the following table: 

Actual open-circuit voltage ratio for line-line 
voltages on primary and secondary sides of converter 
transfonners; secondary voltage divided by primary 
voltage 

Number of three-phase converter bridges in series 
on the dc side 

Converter transfonner leakage reactance per 
bridges in ohms, referred to secondary side 

dc line resistance per pole = 15.35 n 
Minimum extinction angle of inverter = 18° 

Rectifier Inverter 

0.468 0.435 

2 2 

16.28 14.27 

In this system, "11 = 'Ymin = 18°. At the rectifier tenninal, the voltage is as close to 250 kV as 
possible. Id = 1000 A. 

Calculate all the currents, voltages, real and reactive powers, and angles at each end of the dc 
link. 

17-4 Repeat Problem 17-3 if each converter transfonner is equipped with a tap changer. Now, it is 
possible to operate the rectifier at a firing angle as close to 18° as possible, while the inverter 
operates as close to the minimum extinction angle of 18° (but "11 2: 18°) as possible. The tap 
infonnation is given below where the nominal line-line, primary voltage for each converter trans­
fonner is 230 kV (nns): 

(a) Maximum value of the converter transfonner tap ratio in per unit: 1.15 at the rectifier tenninal 
and 1.10 at the inverter tenninal 

(b) Minimum value of the converter transfonner tap ratio in per unit: 0.95 at the rectifier and 0.90 
at the inverter tenninal 

(c) Converter transfonner tap step in per unit: 0.0125 at both tenninals 

17-5 The nominal line-to-line voltage at a bus in a three-phase ac system is 230 kV (nns) when it is 
supplying a three-phase inductive load of P + jQ = 1500 MW + j750 Mvar. 

The per-phase ac system impedance Z, seen by the bus can be approximated to be purely 
inductive with Z, = j5.0 n. 
(a) Calculate the percentage change in the bus voltage magnitude for a 10% increase in P. 

(b) Calculate the percentage change in the bus voltage magnitude for a 10% increase in Q. 
17-6 A hybrid arrangement ofa TCI and a TSC is connected at the ac bus in Problem 17-5. The TCI can 

draw a maximum of 50 Mvars per phase, whereas the TSC consists of four-capacitor banks, each 
with a per-phase rating of 50 Mvars. Holding the ac bus voltage to its nominal value for a 10% 
increase in Q in Problem 17-5b, calculate the number of capacitor banks that should be switched 
in, the delay angle a at which the TCI should operate, and the per-phase effective inductance of 
the TCI. 

17-7 Derive Eq. 17-13. 

17-8 Derive Eq. 17-22. 
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CHAPTER 18 

OPTIMIZING THE UTILITY 
INTERFACE WITH POWER 
ELECTRONIC SYSTEMS 

18-1 INTRODUCTION 

In Chapter 11, we discussed various power line disturbances and how power electronic 
converters can perform as power conditioners and uninterruptible power supplies to pre­
vent these power line disturbances from disrupting the operation of critical loads such as 
computers used for controlling important processes, medical equipment, and the like. 
However, as discussed in the previous chapters, aU power electronic converters (including 
those used to protect critical loads) can add to the inherent power line disturbances by 
distorting the utility waveform due to harmonic currents injected into the utility grid and 
by producing EMI. To illustrate the problems due to current harmonics ih in the input 
current is of a power electronic load, consider the simple block diagram of Fig. 18-1. Due 
to the finite (nonzero) internal impedance of the utility source, which is simply repre­
sented by Ls in Fig. 18-1, the voltage waveform at the point of common coupling to the 
other loads will become distorted, which may cause them to malfunction. In addition to 
the voltage waveform distortion, some other problems due to the harmonic currents are as 
follows: additional heating and possibly overvoltages (due to resonance conditions) in the 
utility's distribution and transmission equipment, errors in metering and malfunction of 
utility relays, interference with communication and control signals, and so on. In addition 
to these problems, phase-controlled converters discussed in Chapter 6 cause notches in the 
utility voltage waveform and many draw power at a very low displacement power factor, 
which results in a very poor power factor of operation. 

The foregoing discussion shows that the proliferation of power electronic systems and 
loads has the potential for significant negative impact on the utilities themselves as well 
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Figure 18-1 Utility interface. 
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as on their customers. One approach to minimize this impact is to filter the harmonic 
currents and the EMI produced by the power electronic loads, as discussed in Section 17-S 
of the previous chapter. An alternative, in spite of a small increase in the initial cost, is 
to design the power electronic equipment such that the harmonic currents and the EMI are 
prevented or minimized from being generated in the first place. Both the concerns about 
the utility interface and the design of power electronic equipment to minimize these 
concerns are discussed in this chapter. 

18-2 GENERATION OF CURRENT HARMONICS 

In most power electronic equipment, such as switch-mode dc power supplies, uninter­
ruptible power supplies (UPSs), and ac and dc motor drives, ac-to-dc converters are used 
as the interface with the utility voltage source. Commonly, a line-frequency diode rectifier 
bridge as shown in Fig. 18-2 is used to convert line frequency ac into dc. The rectifier 
output is a dc voltage whose average magnitude Vd is uncontrolled. A large filter capacitor 
is used at the rectifier output to reduce the ripple in the dc voltage v d' The dc voltage v d 

and the dc current id are unipolar and unidirectional, respectively. Therefore, the power 
flow is always from the utility ac input to the dc side. These line-frequency rectifiers with 
a filter capacitor at the dc side were discussed in detail in Chapter S. 

A class of power electronic systems utilizes line-frequency thyristor-controlled ac­
to-dc converters as the utility interface. In these converters, which were discussed in detail 
in Chapter 6, the average dc output voltage Vd is controllable in magnitude and polarity, 
but the dc current id remains unidirectional. Because of the reversible polarity of the dc 
voltage, the power flow through these converters is reversible. As was pointed out in 
Chapter 6, the trend is to use these converters only at very high power levels such as in 
high-voltage dc transmission systems. Because of the very high power levels, the tech­
niques to filter the current harmonics and to improve the power factor of operation are 
quite different in these converters, as discussed in Chapter 17, than those for the line­
frequency diode rectifiers. In the general discussion presented in this chapter, therefore, 
only the diode rectifiers, where the dc voltage Vd remains essentially constant, are con­
sidered. 

The diode rectifiers are used to interface with both the single-phase and the three­
phase utility voltages. Typical ac current waveforms with minimal filtering were shown 
in Chapter S. Typical harmonics in a single-phase input current waveform are listed in 
Table 18-1, where the harmonic currents Ih are expressed as a ratio of the fundamental 
current/I' As is shown by Table 18-1, such current waveforms consist of large harmonic 
magnitudes. Therefore, for a finite internal per-phase source impedance L s ' the voltage 
distortion at the point of common coupling in Fig. 18-1 can be substantial. The higher the 
internal source inductance L s ' the greater would be the voltage distortion. 
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Figure 18-2 Diode rectifier bridge. 
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Table 18-1 Typical Harmonics in a Single-Phase Input Current 
Waveform with No Line Filtering 

h 3 5 7 9 11 13 15 17 

(~)% 73.2 36.6 8. I 5.7 4. I 2.9 0.8 0.4 

18-3 CURRENT HARMONICS AND POWER FACTOR 

As we discussed in Chapter 3, the power factor PF at which an equipment operates is the 
product of the current ratio Illls and the displacement power factor DPF: 

power II 
PF = = -. DPF 

volt-ampere Is 
(1S-1) 

In Eq. IS-I, the displacement power factor equals the cosine of the angle <I> I by which the 
fundamental-frequency component in the current waveform is displaced with respect to 
the input voltage waveform. The current ratio Illls in Eq. IS-I is the ratio of the rms value 
of the fundamental-frequency current component to the rms value of the total current. The 
power factor indicates how effectively the equipment draws power from the utility; at a 
low power factor of operation for a given voltage and power level, the current drawn by 
the equipment will be large, thus requiring increased volt-ampere ratings of the utility 
equipment such as transformers, transmission lines, and generators. The importance of 
the high power factor has been recognized by residential and office equipment manufac­
turers for their own benefit to maximize the power available from a wall outlet. For 
example, from a 120-V, 15-A electrical circuit in a building, the maximum power avail­
able is I.S kW, provided the power factor is unity. The maximum power that can be 
drawn without exceeding the 15-A limit decreases with decreasing power factor. The 
foregoing arguments indicate the responsibility and desirability on the part of the equip­
ment manufacturers and users to design power electronic equipment with a high power 
factor of operation. This requires that the displacement power factor should be high in Eq. 
IS-I. Moreover, the current harmonics should be low to yield a high current ratio 1/1 s in 
Eq. IS-I. 

18-4 HARMONIC STANDARDS AND RECOMMENDED PRACTICES 

In view of the proliferation of the power electronic equipment connected to the utility 
system, various national and international agencies have been considering limits on har­
monic current injection to maintain good power qUality. As a consequence, various 
standards and guidelines have been established that specify limits on the magnitudes of 
harmonic currents and harmonic voltage distortion at various harmonic frequencies. Some 
of these are as follows: 

I. EN 50 006, "The Limitation of Disturbances in Electricity Supply Networks 
caused by Domestic and Similar Appliances Equipped with Electronic Devices," 
European Standard prepared by Comite Europeen de Normalisation Electrotech­
nique, CENELEC. 

2. IEC Norm 555-3, prepared by the International Electrical Commission. 
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Table 18-2 Hannonic Current Distortion (hll,) 

Odd Harmonic Order h (%) Total 
Harmonic 

lsell ] h < 11 11sh<17 17 s h < 23 23 s h < 35 35 s h Distortion (%) 

<20 4.0 2.0 1.5 0.6 0.3 5.0 
20-50 7.0 3.5 2.5 1.0 0.5 8.0 
50-100 10.0 4.5 4.0 1.5 0.7 12.0 

100-1000 12.0 5.5 5.0 2.0 1.0 15.0 
>1000 15.0 7.0 6.0 2.5 1.4 20.0 
Note: Harmonic current limits for nonlinear load connected to a public utility at the point of common coupling (PCC) 
with other loads at voltages of 2.4-69 kV. I", is the maximum short-circuit current at PCC. I, is the maximum 
fundamental-frequency load current at PCC. Even hannonics are limited to 25% of the odd harmonic limits above. 

Source: Reference). 

3. West Gennan Standards VDE 0838 for household appliances, VDE 0160 for 
converters, and VDE 0712 for fluorescent lamp ballasts. 

4. IEEE Guide for Harmonic Control and Reactive Compensation of Static Power 
Converters, ANSIJIEEE Std. 519-1981, which was revised in 1992 to 519-1992. 

CENELEC, IEC, and VDE standards specify the limits on the voltages (as a per­
centage of the nominal voltage) at various harmonic frequencies of the utility frequency, 
when the equipment-generated harmonic currents are injected into a network whose 
impedances are specified. 

The revised IEEE-519, which contains recommended practices and requirements for 
hannonic control in electric power systems, specifies requirements on the user as well as 
on the utility. Table 18-2 lists the limits on the harmonic currents that user of power 
electronic equipment and other nonlinear loads is allowed to inject into the utility system. 
Table 18-3 lists the quality of voltage that the utility must furnish the user. A utility will 
be able to furnish the voltage as listed in Table 18-3, provided that the harmonic currents 
injected by the users on a distribution feeder are limited in accordance with Table 18-2. 
Tables 18-2 and 18-3 are very broad in their scope and apply to wide voltage and power 
ranges. They are primarily intended for three-phase systems but can also be used as a 
guide to limit distortion in single-phase systems. 

The principal justification for the harmonic limits specified in Table 18-2 is explained 
below. The voltage distortion at the point of common coupling (PeC) in Fig. 18-1 
depends on the internal impedance of the ac source and the magnitudes of the injected 
current hannonics. In practice, the internal impedance of the source is highly inductive 

Table 18-3 Hannonic Voltage Limits (JIhIJl,) (%) for Power 
Producers (Public Utilities or Cogenerators) 

2.3-69 kV 69-138 kV > 138 KV 

Maximum for 3.0 1.5 1.0 
individual hannonic 

Total hannonic 5.0 2.5 1.5 
distortion 

Note: This table lists the quality of the voltage that the power producer is 
required to furnish a user. It is based on the voltage level at which the user is 
supplied. 

SQurce: Reference 1. 
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and therefore is represented by Ls in Fig_ 18-1. At a harmonic h of the line frequency 00, 

the nns harmonic voltage at PCC is 

(18-2) 

where Ih is the h harmonic current injected into the ac source. 
The internal inductance Ls in Eq. 18-2 is often specified in tenns of the short-circuit 

current Ise at the pce. On a per-phase basis, Ise will be the per-phase nns current supplied 
by the ac source to the fault if all three phases are shorted to ground at PCC: 

Vs 
Ise =-L 

00 s 
(18-3) 

where Vs is the nns value of the per-phase internal voltage of the ac source, which is 
assumed to be sinusoidal. A large Ise represents a large capacity of the ac system at pce. 
From Eqs. 18-2 and 18-3, the harmonic voltage can be expressed as a ratio of the nominal 
system voltage Vs in percentage 

(18-4) 

If II is the line-frequency component of the current drawn by the power electronic load, 
then dividing both Ih and Ise in Eq. 18-4 by I) results in 

IhII) 
%Vh = hIselI) x 100 (18-5) 

In Eq. 18-5, IseII) represents the capacity of the utility system with respect to the fun­
damental-frequency volt-amperes of the load. Equation 18-5 shows that for an acceptable 
harmonic voltage distortion in percentage, the harmonic current ratio IJ I) can be higher 
(although not in a linear proportion) for a higher IseII) ratio in Table 18-2. Moreover, 
because the internal impedance of the ac system is mostly inductive, the harmonic voltage 
distortion in Eq. 18-5 is proportional to the harmonic order h. Therefore, the maximum 
allowable harmonic current ratio IhII) decreases (although not linearly) with increasing 
value of h, as shown in Table 18-2. As in Chapter 5, the total harmonic distortion (THO) 
in the input current is defined as 

11ID~~ 
II 

(18-6) 

The total current harmonic distortion allowed in Table 18-2 increases with IseII). It 
should be noted that there are other factors such as higher losses at high frequencies that 
also contribute to the allowable limits in Table 18-2. 

The THO in the voltage can be calculated in a manner similar to that given by Eq. 
18-6. Table 18-3 specifies the individual harmonics and the THO limits on the voltage that 
the utility supplies to the user at the pce. 

18-5 NEED FOR IMPROVED UTILITY INTERFACE 

Because of the large harmonic content as indicated by Table 18-1, typical diode rectifiers 
used for interfacing power electronic equipment with the utility system may exceed the 
limits on individual current harmonics and THO specified in Table 18-2. In addition to the 
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effect on the power line quality, the poor waveform of the input current also affects the 
power electronic equipment itself in the following ways: 

• The power available from the wall outlet is reduced to approximately two-thirds. 

• The dc-side filter capacitor in Fig. 18-2 is severely stressed due to large peak pulse 
currents. 

• The losses in the diodes of the rectifier bridge are higher due to a current-dependent 
forward voltage drop across the diodes. 

• The components in the EMI filter used at the input to the rectifier bridge must be 
designed for higher peak pulse currents. 

• If a line-frequency transformer is used at tbe input, it must be highly overrated. 

In view of these drawbacks, some of the alternatives for improving the input current 
waveforms are discussed, along with their relative advantages and disadvantages. 

18-6 IMPROVED SINGLE-PHASE UTILITY INTERFACE 

Various options for improving the single-pbase utility interface of power electronic equip­
ment are discussed. 

18-6-1 PASSIVE CIRCUITS 

Inductors and capacitors can be used in conjunction with the diode rectifier bridge to 
improve the waveform of the current drawn from the utility grid. The simplest approach 
is to add an inductor on the ac side of the rectifier bridge in Fig. 18-2. This added inductor 
results in a higher effective value of the ac-side inductance L., which improves the power 
factor and reduces harmonics as shown by means of Fig. 5-18 in Chapter 5. The impact 
of adding an inductor can be summarized as follows: 

• Because of an improved current waveform, the power factor is improved from very 
poor to somewhat acceptable. 

• The output voltage V d is dependent on the output load and is substantially (-lO%) 
lower compared with the no-inductance case. 

• Inductance and Cd together in Fig. 18-2 form a low-pass filter, and therefore, the 
peak-to-peak ripple in the rectified output voltage Vd is less. 

• The overall energy efficiency remains essentially the same; there are additional 
losses in the inductor, but the conduction losses in the diodes are lower. 

It is possible to further improve the input current waveform (Fig. 18-3b) by using a 
circuit arrangement, as is shown in Fig. 18-3a. In Fig. 18-3a, Cd! directly across the 
rectifier bridge is small relative to Cd' This allows a larger ripple in v dl but results in an 
improved waveform of is. The ripple in v d1 is filtered out by the low-pass filter consisting 
of Ld and Cd' Obvious disadvantages of such an arrangement are cost, size, losses, and 
the significant dependence of the average de voltage Vd on the power drawn by the load. 

13-6-2 ACTIVE SHAPING OF THE INPUT LINE CURRENT 

By using a power electronic converter for current shaping, as is shown in the diagram of 
Fig. 18-4a, it is possible to shape the input current drawn by the rectifier bridge to be 
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Figure 18-3 Passive filters to improve i. waveform: (a) passive filter 
arrangement; (b) current waveform. 

sinusoidal and in phase with the input voltage. The choice of the power electronic 
converter is based on the following considerations: 

• In general, electrical isolation between the utility input and the output of the power 
electronic system either is not needed (e.g., in ac and dc motor drives) or it can be 
provided in the second converter stage, as in the switch-mode dc power supplies. 

• In most applications it is acceptable, and in many cases desirable, to stabilize the 
dc voltage V d slightly in excess of the peak of the maximum of the ac input voltage. 

• The input current drawn should ideally be at a unity power factor so that the power 
electronic interface emulates a resistor supplied by the utility source. This also 
implies that the power flow is always unidirectional, from the utility source to the 
power electronic equipment. 

• The cost, power losses, and size of the current shaping circuit should be as small 
as possible. 

Based on these considerations, a line-frequency transformer isolation is ruled out. 
Also, it is acceptable to have Vd > Vs, where Vs is the peak of the ac input voltage. 
Therefore, the obvious choice for the current shaping circuit is a step-up dc-dc converter, 
similar to that discussed in Chapter 7. This converter is shown in Fig. IS-4a, where Cd 
is used to minimize the ripple in v d and to meet the energy storage requirement of the 
power electronic system. As in Chapter 5, a dc current [load represents the power supplied 
to the rest of the system (the high-frequency component in the output current is effectively 
filtered out by Cd). For simplicity, the internal inductance Ls of the utility source is not 
included in Fig. lS-4a. 
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Step-up 
converter 

r ---: - - - ---:- -1 
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Figure 18-4 Active hannonic filtering: (a) step-up converter for current shaping; 
(b) line wavefonns; (c) v. and I~. 

The basic principle of operation is straightforward. At the utility input, the current is 
is desired to be sinusoidal and in phase with v., as is shown in Fig. 18-4b. Therefore,. at 
the full-bridge rectifier output in Fig. 18-40, iL and IVsl have the same wavefonn as shown 
in Fig. 18-4c. In practice, the power losses in the rectifier bridge and the step-up dc-dc 
converter are fairly small. These are neglected in the following theoretical analysis. From 
the wavefonns of Fig. 18-4b, where Vs =: y2 Vs and is =: y2/s, the input power Pin(t) 
from the ac source is 

(I 8-7) 

Because of a fairly large capacitance Cd' the voltage Vd can be initially assumed to be dc, 
that is, Vd(t) =: Yd. Therefore, the output power is 

(18-8) 

where in Fig. 18-4a 

( 18-9) 

If the step-up converter in Fig. 18-40 is idealized and can be assumed to be operating 
at a switching frequency approaching infinity, then required Ld would be negligibly small. 
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This allows the assumption in Fig. 18-4a that Pin(t) = pAt) on an instantaneous basis. 
Therefore, from Eqs. 18-7 through 18-9, 

Vsfs Vsfs 
id(t) = fload + iit) = Vd - Vd cos 200t (18-10) 

where the average value of id is 

(18-11) 

and the current through the capacitor is 

Vsfs 
iit) = - Vd cos 200t = -fdcos 200t (18-12) 

Even though this analysis is carried out by assuming the voltage across the capacitor to be 
ripple-free dc, the ripple in Vd can be estimated from Eq. 18-12 as 

1 f. f d • 
Vd.ripple(t) = Cd Ie dt = - 200C

d 
sm 200t (18-13) 

which can be kept low by selecting a suitably large value of Cd. A series-tuned LC filter 
tuned for twice the ac frequency according to Eq. 18-12 may be put in parallel with Cd 
to minimize the ripple in the dc voltage. It should be noted that the switching-frequency 
components of currents in id and the high-frequency components in the load current will 
also flow through Cd. 

Because the input current to the step-up converter is to be shaped, the step-up 
converter is operated in a current-regulated mode, as discussed in Chapter 8 in 
connection with dc-to-ac inverters. The feedback control is shown in a block diagram 
fonn in Fig. 18-5, where i~ is the reference or the desired value of the current iL in 
Fig. 18-4a. Here i~ has the same wavefonn as IvJ The amplitude of i~ should be such 
as to maintain the output voltage at a desired or reference level V;, in spite of the 
variation in load and the fluctuation of the line voltage from its nominal value. The 
wavefonn of i~ in Fig. 18-5 is obtained by measuring IVsl in Fig. 18-4a by means of a 
resistive potential divider and multiplying it with the amplified error between the 
reference value V; and the actual measured value of Yd. The actual current iL is 
sensed, usually by measuring the voltage across a small resistor inserted in the return 
path of iv The status of the switch in the step-up converter is controlled by comparing 
the actual current iL with i~. 

Once i~ and iL in Fig. 18-5 are available, there are various ways to implement the 
current-mode control of the step-up converter. Some of these were discussed in connec­
tion with the current-mode control of switch-mode dc power supplies in Chapter 10. Four 
such control modes are discussed as follows wherefs is the switching frequency and f rip 

it (t) 

iL (measured) 

Figure 18-5 Control block diagram. 

Cwrrent­
Mode 

Control 

Switch 
I-----'l~ control 

signal 
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is the peak-to-peak ripple in iL during one time period of the switching frequency. Only 
the constant-frequency control is described in some detail. 

1. Constant-frequency control. Here, the switching frequency Is is kept constant. 
When iL reaches i~, the switch in the step-up converter is turned off. The switch 
is turned on by a clock at a fixed frequency Is, which results in iL as shown in Fig. 
18-00. As discussed in Chapter to, a slope compensation ramp must be used; 
otherwise iL will be irregular at switch duty ratios in excess of 0.5. Nonnalized l rip 

is plotted in Fig. 17-6b. 
2. Constant-tolerance-band control. Here, the current iL is controlled such that the 

peak-to-peak ripple l rip in iL remains constant. With a preselected value of l rip, iL 
is forced to be within the tolerance band i~ + i/rip and ~ - ~/riP by controlling the 
switch status. 

3. Variable-tolerance-band control. Here, the peak-to-peak ripple current l rip is 
increased in proportion to the instantaneous value of !vJ Otherwise, this approach 
is similar to the constant-tolerance-band control. 

4. Discontinuous-current control. In this scheme, the switch is turned off when iL 
reaches 2i~. The switch is kept off until iL reaches zero, at which instant the 
switch is turned back on. This can be considered as a special case of a variable­
tolerance-band control. 

During a switching-frequency time period, the output voltage is assumed to be 
constant as V d and the input voltage to the step-up converter is assumed to be constant at 
that instant of time; leip is the peak-to-peak ripple current during one time period of the 

(4) 

L-___ .......I'--____ '.1..._ lu,l 
Vcr 

_ ....... ____ -1-____ ..1-_...: 
o 1 
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1 

Figure 18-6 Constant-frequency control. 
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switching frequency. The following equations can be written from Fig. 18-4a during the 
on interval ton and the off interval toff of the switch 

_ Ldlrip 
ton-~ 

_ Ldlrip 
toff - Vd - Ivsl 

where the switching frequency is is given as 

j; = 1 = (Vd - Ivsl)lvsl 
s ton + toff Ld1ripVd 

(18-14) 

(18-15) 

(18-16) 

In a constant-frequency control scheme, Is in Eq. 18-16 is constant and hence 

(18-17) 

Figure 18-6b shows the plot of the normalized lrip as a function of IvsllVd' noting that in 
a step-up converter IVslIVd must be less than or equal to 1. The maximum ripple current 
is given as 

Vd 
Irip,ITUlX = 4fs Ld when Ivsl = ~Vd (18-18) 

In the active current-shaping circuit using a step-up dc-dc converter, the following 
additional observations are made: 

• The output voltage vd across the capacitor Cd contains a 120-Hz ripple at twice the 
line frequency. The feedback control circuit used to control Vd at a desired value 
cannot compensate this voltage ripple without distorting the input line current. 

• If the switching-frequency ripple in iL is kept to a small amplitude, then a laminated 
iron core inductor can possibly be used that will be smaller in size due to its higher 
saturation flux density compared to the high-frequency ferrite materials. 

• A higher switching frequency allows a lower value of Ld and an increased ease of 
filtering high-frequency ripple. However, the switching frequency is chosen as a 
compromise between the foregoing advantages and the increased switching losses. 

• The voltage Vd much larger than 10% beyond the peak input ac voltage Vs will 
cause efficiency to decline. 

• To limit the in-rush current at start-up, a current-limiting resistor in series with Ld 
can be used. Subsequent to the initial transient, the resistor is bypassed by a 
contactor or a thyristor in parallel with the current-limiting resistor. 

• The step-up converter topology is well suited for the input current shaping because 
when the switch is off, the input current directly (through the diode) feeds the 
output stage. In a constant-frequency current control, as an example, the switch 
duty ratio d is as shown in Fig. 18-6c as a function of wt, recognizing from Chapter 
7 that in a step-up converter with an input voltage IVsl and an output voltage Vd , 

(IvsIIVd ) = 1 - d. Therefore 

(18-19) 

Figure 18-6c shows that d is smallest at the peak of i2, Thus, the large values of iL 
flow through the switch only during a small fraction of the switching time period. 
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• A small filter capacitor must be used across the output of the diode rectifier bridge 
to prevent the ripple in iL from entering the utility system. An EMI filter at the input 
is still required as in a conventional circuit without the active current shaping. 

In addition to an almost sinusoidal input waveform at nearly a unity power factor, the 
other advantages of an active input current shaping can be summarized as follows: 

• The dc voltage V d can be stabilized to a nearly constant value for large variations 
in the line voltage. With V d equal to 1.1 times the peak of the nominal input 
voltage, for example, this circuit will continue to draw sinusoidal current for line 
overvoltages of up to 10%. By selecting proper current ratings of the components, 
this current-shaping circuit can easily handle large undervoltages at the utility 
input. 

• Since Vd is stabilized to a nearly constant value, the volt-ampere ratings of the 
semiconductor devices in the converter fed from Vd are significantly reduced. 

• Because of the absence of large peaks in the input current, the size of the EMI filter 
components is smaller. 

• For the equal ripple in Vd' only one-third to one-half the capacitance Cd is needed 
compared with the conventional circuit, thus resulting in a reduced size. 

• The energy efficiency from v s to V d of such a circuit is typically 96% compared with 
the efficiency of 99% in the conventional arrangement without active current 
shaping. 

At present, the cost, slightly higher power losses, and complexity of active current 
shaping have prevented their widespread usage. This may change in the future because of 
increased device integration leading to lower semiconductor cost, a strict enforcement of 
harmonic standards, and some of the advantages mentioned above. Another factor in 
favor of the active line-current shaping is as follows: in power supplies to computers, a 
sinusoidal line current is important to avoid the added kilovolt-ampere (kVA) rating and, 
hence, the increased cost of UPSs, and standby diesel generators, which often supply 
computer systems. In such applications, the current-shaping techniques described above 
are being applied. Therefore, ICs and other components suitable for these applications 
have become available, which will lower the cost of development and the components of 
the active current-shaping circuit. 

18-6-3 INTERFACE FOR A BIDIRECTIONAL POWER FLOW 

In certain applications, for example, in motor drives with regenerative braking, the power 
flow through the utility interface converter reverses during the regenerative braking while 
the kinetic energy associated with the inertias of the motor and load is recovered and fed 
back to the utility system. One approach used in the past is to employ two back-to--back 
connected line-frequency thyristor converters, as is shown in Fig. 18-7. During the 
normal mode, converter 1 acts as a rectifier and the power flows from the ac input to the 
dc side. During regenerative braking, the gate pulses to the thyristors of converter 1 are 
blocked and converter 2 operates in an inverter mode where the polarity of v d remains the 
same but the direction of id is reversed. Each of these converters is similar to those 
discussed in detail in Chapter 6. There are several drawbacks associated with this ap­
proach: (I) the input current is has a distorted waveform and the power factor is low, (2) 
the dc voltage V d is limited in the inverter mode because of the minimum extinction angle 
requirement of converter 2 while it operates in an inverter mode, and (3) there is a 
possibility of commutation failure in the inverter mode due to ac line disturbances. 
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Figure 18-7 Back-to-back connected converters for 
bidirectional power flow. 

It is possible to overcome these limitations by using a switch-mode converter, as 
shown in Fig. 18-8. This converter is identical to the four-quadrant switch-mode inverters 
discussed in Chapter 8, where the inverter mode in which the power flows from the dc to 
the ac side was discussed in detail. The rectifier mode was only briefly discussed in 
Section 8-7. 

The rectifier being the dominant mode of operation, is is defined with a direction, as 
shown in Fig. 18-8. An inductance Ls (which augments the internal inductance of the 
utility source) is included to reduce the ripple in is at a finite switching frequency. In the 
circuit of Fig. 18-8, 

where 

dis 
VL = LSdt 

(18-20) 

(18-21) 

Assuming Vs to be sinusoidal, the fundamental-frequency components of Vconv and is 

in Fig. 18-8 can be expressed as phasors Vconv! and Ish respectively. Choosing Vs 
arbitrarily as the reference phasor Vs = vsei°o, at the line frequency w = 27ff 

where 

i, -
L. + 

+ VL - vcgny 

id -
+ 

Cd vd 

(18-22) 

(18-23) 

Figure 18-8 Switch-mode 
converter for the utility interface. 
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A phasor diagram corresponding to Eqs. 18-22 and 18-23 is shown in Fig. 18-90, 
where lsi lags Vs by an arbitrary phase angle 6. The real power P supplied by the ac 
source to the converter is 

V; (Vconvi. 1:» 
P = VsI.lcos 6 = wLs --v.-sm 0 (18-24) 

since in Fig. 18-9a, VLlcos 6 = wL.Islcos 6 = Vconvlsin 8. 
In the phasor diagram of Fig. 18-9a, the reactive power Q supplied by the ac source 

is positive. It can be expressed as 

. V; ( Vconvl ) Q = V"lslsm 6 = - 1 - --cos 8 
wLs Vs 

(18-25) 

since in Fig. 18-9a, V. - wL.Islsin6 = VconvlcosB. NotethatQisthesumofthereactive 
power absorbed by the converter and the reactive power consumed by the inductance Ls. 
However, at very high switching frequencies, Ls can be made to be quite small; thus, Q 
can be approximated as the reactive power absorbed by the converter. 

The important equations are summarized below: 

V; (Vconvi ) 
P = wLs --v.-sin 8 (Eq. 18-24, repeated) 

V; ( V convl ) Q = wLs 1 - v,-cos 8 (Eq. 18-25, repeated) 

and 

I - Vs - Vconvl 
sl - jwLs (18-26) 

From these equations it is clear that for a given line voltage Vs and the chosen 
inductance Ls ' desired values of P and Q can be obtained by controlling the magnitude and 
the phase of Vconvl' Figure 18-90 shows how Vconvl can be varied, keeping the magnitude 

ra) 
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Figure 18-9 Rectification and inversion: (a) general phasor diagram; (b) rectification 
at unity power factor; (c) inversion at unity power factor. 
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Figure 18-10 Control of the switch-mode interface. 
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of lsI constant. The two circles in Fig. 18-9a are traced by the loci of lsI and Vconvl 

phasors. 
In the general analysis discussed earlier, two cases are of special interest: rectification 

and inversion at a unity power factor. These two are shown by phasor diagrams in Figs. 
18-9b and 18-9c. In both cases 

(18-27) 

If a high switching frequency is used, only a small inductance Ls is needed. Therefore, 
from Eq. 18-27 

( 18-28) 

For the desirable magnitude and the direction of power flow as welI as Q, the magnitude 
Vconvl and the phase angle 8 with respect to the line voltage must be controlIed. In the 
circuit of Fig. 18-8, Vd is established by charging the capacitor Cd through the switch­
mode converter. The value of Vd should be of a sufficiently large magnitude so that vconvl 

at the ac side of the converter is produced by a PWM that corresponds to a PWM in a 
linear region (i.e., rna :5 1.0 as discussed in Chapter 8). This is necessary to limit ripple 
in the input current is. Therefore, from Eq. 8-19 of Chapter 8 and Eq. 18-28, Vd must be 
greater than the peak of the input ac voltage, that is, 

(18-29) 

The control circuit to regulate Vd in Fig. 18-8 at its reference value V; and to achieve 
a unity power factor of operation is shown in Fig. 18-10. The amplified error between Vd 
and V; is multiplied with the signal proportional to the input voltage Vs waveform to 
produce the reference current signal i;. A current-mode control such as a tolerance band 
control or a fixed-frequency control as discussed in Chapter 8 can be used to deliver isl 

equal to i; and in phase or 1800 out of phase with the line voltage vS. The magnitude and 
direction of power flow are automatically controlled by regulating Vd at its desired value. 
It is possible to obtain a phase shift between Vs and isl and hence a finite reactive power 
flow by introducing the corresponding phase shift in the signal proportional to v s in the 
control circuit of Fig. 18- 10. The steady-state waveforms in the circuit of Fig. 18-8 for a 
unity power factor rectifier operation are shown in Fig. 18-11. 

As we discussed in the previous section, in a single-phase circuit with is nearly 
sinusoidal and Vd essentially dc, the current id in Fig. 18-8 consists of a ripple at twice 
the line frequency. This ripple in id results in a ripple in the dc voltage across Cd' 
which can be minimized by means of an LC filter (series tuned at twice the line 
frequency) in paralIel with Cd. This is done in high-power applications such as electric 
locomoti ves. 
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Figure 18-11 Wavefonns in the circuit of Fig. 18-8 at unity power factor 
of operation: (a) phasor diagram; (b) circuit wavefonns. 

18-7 IMPROVED THREE-PHASE UTILITY INTERFACE 

Three-phase diode rectifier bridges with a filter capacitor on the dc side were discussed in 
Chapter 5. The input current in these rectifiers is also highly distorted. One of the ways 
to improve the input current waveform is to increase the ac-side inductor Ls between the 
rectifier and the utility. Improvement in the input power factor due to increased Ls was 
shown in Fig. 5-37 in Chapter 5. 

In a three-phase case, active input line current shaping can be achieved by three 
separate transformer-isolated current-shaping circuits. At least two of the current-shaping 
circuits must have their outputs electrically isolated from their inputs, since the outputs of 
the three current-shaping circuits feed the same output capacitor. The requirement of 
electrical isolation can be met by using the high-frequency transfonner-isolated dc-de 
converters discussed in Chapter 10 in the current-shaping circuit. Because the three-phase 
input is generally used for higher power level equipment, an alternative would be to use 
6O-Hz isolation transformers at the input. 
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Since in many applications the electrical isolation between the utility input and the 
output is not needed, the requirement of transformer isolation will cause unnecessary 
losses in the transformers and will be more expensive. In such cases, therefore, a better 
alternative is to use a four-quadrant switch-mode inverter as shown in Fig. 18-12. This 
converter is capable of supplying nearly sinusoidal input current at a unity power factor; 
in addition, the power flow through such a converter is reversible. This three-phase 
switch-mode dc-to-ac inverter was considered in detail in Chapter 8. Its operation in the 
rectifier mode was briefly discussed in Section 8-7 of Chapter 8 on a per-phase basis. 

The block diagram for controlling such a converter is the same as Fig. 18-10 for 
the single-phase case in Section 18-6-4 where the dc voltage Vd is regulated to its 
reference value V;. For the converter to be capable of controlling the input current 
waveforms to be sinusoidal, V; should be appropriately chosen. If a high switching 
frequency is used, the ac-side inductances Ls in Fig. 18-12 can be minimized. Therefore, 
the voltage drops across Ls are small and the rms voltages 

(18-30) 

If the converter in Fig. 18-12 is to be pulse-width-modulated in a linear range with 
ma :5 1.0 to control the input currents to be sinusoidal, then from Eq. 8-57 

(18-31) 

An important difference between the dc current id in the three-phase converters as 
compared with single-phase converters is that it consists of a dc component Id and the 
high-switching-frequency component (the ripple at twice the line frequency does not exist 
as in the single-phase case). As discussed in Chapter 8, 

(18-32) 

where Vs and Is are the sinusoidal per-phase line quantities and </>1 is the angle by which 
the phase current lags the phase voltage. For rectification at a unity power factor, 
</>1 = 0 and 

(18-33) 

+ 

Figure 18-12 Three-phase, switch-mode converter. 
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Since only the high-switching-frequency current flows through Cd' only a small capaci­
tance is needed. 

18-7-1 MINNESOTA RECTIFIER 

A new topology rectifier that draws nearly sinusoidal currents at a unity power factor from 
the utility is discussed in references 13 and 14. It requires a 6-diode rectifier and only two 
controlled switches which can be switched at zero current. 

18-8 ELECTROMAGNETIC INTERFERENCE 

Because of rapid changes in voltages and currents within a switching converter, power 
electronic equipment is a source of EMI with other equipment as well as with its own 
proper operation. The EMI is transmitted in two fonns: radiated and conducted. The 
switching converters supplied by the power lines generate conducted noise into the power 
lines that is usually several orders of magnitude higher than the radiated noise into free 
space. Metal cabinets used for housing power converters reduce the radiated component 
of the EMI. 

Conducted noise as shown in Fig. 18-13 consists of two categories commonly known 
as the differential mode and the common mode. The differential-mode noise is a current 
or a voltage measured between the lines of the source, that is, a line-to-line voltage or the 
line current idm in Fig. 18-13. The common-mode noise is a voltage or current measured 
between the power lines and ground, such as icm in Fig. 18-13. Both differential-mode and 
common-mode noises are present in general on both the input lines and the output lines. 
Any filter design has to take into account both of these modes of noise. 

18-8-1 GENERATION OF EMI 

Switching wavefonns such as that shown in Fig. 18-14, for example, are inherent in all 
switching converters. Because of short rise and fall times, these wavefonns contain 
significant energy levels at harmonic frequencies in the radio frequency (RF) region, 
several orders above the fundamental frequency. 

The transmission of the differential-mode noise is through the input line to the utility 
system and through the dc-side network to the load on the power converter. Moreover, 
conduction paths through stray capacitances between components and due to magnetic 
coupling between circuits must also be considered. 

The transmission of the common-mode noise is entirely through "parasitic" or stray 
capacitors and stray electric and magnetic fields. These stray capacitances exist between 

Line 1-------,..._---.--., 
Differential If!s.m EI=~iC 

mgc;(e I 2 Equipment 
Line 2--------'-...... ~-,..._---I 

-Ilk 
r- 2 
I 

Grgllnd------........ "++-L-..---~ -
Stray capaCitances 

icm - Common mode current 

Figure 18-13 Conducted interference. 
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Figure 18-14 Switching wavefonn. 

various system components and between components and ground. For safety reasons, 
most power electronic equipment has a grounded cabinet. The noise appearing on the 
ground line contributes significantly to the EM!. 

18-8-2 EMI STANDARDS 

There are various CISPR, IEC, VDE, FCC, and military standards that specify the 
maximum limit on the conducted EM!. Figure 18-15 shows the FCC and VDE standards 
for the RF equipment used in industrial, commercial, and residential equipment. To 
compare against these limits, the conducted noise is measured by means of a specified 
impedance network called LISN (Line Impedance Stabilization Network). Standards for 
the radiated EMI are also specified by the various agencies. 

18-8-3 REDUCTION OF EMI 

As is discussed in reference 14, the most cost-effective way of dealing with EMI is to 
prevent the EM! from being generated at its source, which can significantly reduce 
radiated and conducted interference before the application of filters, shielding, and the 
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.... JgUre 18-15 The FCC and VDE standards for conducted EMf. 
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Figure 18-16 Filter for conducted EMf. 

like. Another advantage to this approach is that a system that is not generating a high level 
of EMI will not be susceptible to its own noise and therefore will be more reliable. 

From the point of view of EMI reduction, a properly designed snubber is quite 
effective, since it reduces both the dv/dt and the di/dt of the circuit. The snubber must be 
connected directly on the component being snubbed with as short leads as possible. 
Another approach to reducing EMI generation is to use the resonant converter concepts 
discussed in Chapter 9. In addition to these, the magnitudes of the coupling fields should 
be reduced by proper mechanical layout, wiring, and shielding. 

To reduce magnetic fields, it is important to minimize the net area enclosed by a 
current loop. All current loops with switching transients should be made to have as small 
an area as possible. All current-carrying conductors should be run in close proximity to 
the return wire, such as by copper strips, discussed in Chapter 28. A twisted pair of wires 
will reduce the generated external field to a minimum. 

To reduce stray capacitances, the area of exposed metal at the switching potential 
should be minimized and kept as far from ground as possible by proper mechanical 
design. 

In addition to these steps to minimize the generation of EMI, EMI filters such as that 
shown in Fig. 18-16 are used to meet the conducted EMI limits. 

Generally, the radiated noise is effectively shielded by the metal cabinets used for 
housing the power electronic equipment. Additional steps may be necessary if the power 
electronic equipment is operating near sensitive communication or medical equipment. 

SUMMARY 

1. Power electronic equipment is a source of current harmonics and EMI. Appropriate 
steps must be taken to prevent these from degrading power quality. 

2. Harmonic standards and recommended practices have been established by various 
agencies to limit the harmonics injected by power electronic equipment. 

3. In power electronic equipment with diode bridge rectifiers, input inductance reduces 
the input current harmonics. 

4. In circuits with a single-phase utility input, the input line current can be actively 
shaped to be sinusoidal. 

5. In single-phase and three-phase circuits, if bidirectional power flow is needed, the 
switch-mode converters such as those discussed in Chapter 8 can be used to interface 
with the utility system. These produce sinusoidal utility currents at a unity power 
factor. 

6. EMI-generating mechanisms, EMI standards, and EMI reduction techniques are dis­
cussed. 
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PROBLEMS 

18-1 A residential load of a 240-V, 5-kW load-proportional, capacity-modulated heat pump is supplied 
through a single-phase, 25-kV A secondary distribution transformer with a leakage reactance of 4%. 
The input current hannonic components are given in Table P18-1 as a percentage of the funda­
mental-frequency current component. The displacement power factor is approximately I. 

(a) Calculate the short-circuit capacity of the system at the point of coupling, assuming the 
impedance of the rest of the system other than the secondary distribution transformer to be 
negligible. 

(b) Are the hannonics and THD within the limits specified in Table 18-2? 

(c) Calculate the power factor of the load. 

Table P18-1 

h 3 5 7 9 11 13 15 17 

(~)% 34.0 5.3 1.8 1.8 1.6 1.2 0.9 0.8 

19 21 23 

0.8 0.4 0.4 

18-2 In a single-phase, 24O-V, 6O-Hz, 2-kW diode rectifier interface, the displacement power factor is 
essentially 1.0 and the input current hannonics are listed in Table 18-1 as a percentage of the 
fundamental-frequency component. Calculate the rms value of the ripple current through the filter 
capacitor Cd due to the input interface. Neglect all losses. 

18-3 In the single-phase interface for a bidirectional power flow shown in Fig. 18-8, Vs = 240 V (rms) 
at 60 Hz and Ls = 2.5 mHo Neglect all losses and assume that the switch-mode converter is 
pulse-width modulated in its linear range with ma S 1.0. The converter is controlled such that is is 
either in phase or out of phase with Vs. Calculate the minimum value of V d if the power flow through 
the converter is 2 kW (a) from the ac to the dc side and (b) from the dc to the ac side. 

REFERENCES 

I. C. K. Duffey and R. P. Stratford, "Update of Hannonic Standard IEEE-5l9 IEEE Recom­
mended Practices and Requirements for Harmonic Control in Electric Power System," IEEEI 
lAS Transactions, Nov.fDec. 1989, pp. 1025- 1034. 

2. EN 50006, "The Limitation of Disturbances in Electric Supply Networks Caused by Domes­
tic and Similar Appliances Equipped with Electronic Devices," European Standards prepared 
by Comite Europeen de Normalisation Electrotechnique, CENELEC. 

3. IEC Norm 555-3 prepared by the International Electrical Commission. 
4. VDE Standards 0838 for Household Appliances and 0712 for Fluorescent Lamp Ballasts, 

West Germany. 
5. IEEE Guide for Harmonic Control and Reactive Compensation of Static Power Converters, 

IEEE Project No. 519/05, July 1979. 
6. C. P. Henze and N. Mohan, "A Digitally Controlled AC to DC Power Conditioner that Draws 

Sinusoidal Input Current," presented 1986 IEEE Power Electronics Specialist Conference, 
pp.531-540. 

7. M. Herfurth, "TDA 4814-Integrated Circuit for Sinusoidal Line Current Consumption," 
Siemens Components, 1987. 

8. M. Herfurth, "Active Hannonic Filtering for Line Rectifiers of Higher Power Output," 
Siemens Components, 1986. 

9. N. Mohan, T. Undeland, and R. J. Ferraro, "Sinusoidal Line Current Rectification with a 100 
kHz 8-SIT Step-up Converter," paper presented at 1984 IEEE Power Electronics Specialists 
Conference, pp. 92-98. 



504 CHAPTER 18 OPTIMIZING THE UfILITY INTERFACE WITH POWER ELECTRONICS 

10. N. Mohan, "System and Method for Reducing Harmonic Currents by Current Injection," 
U.S. Patent No. 5,345,375, Sept. 6, 1994. 

11. M. Rastogi, N. Mohan and C. Henze, "Three-Phase Sinusoidal Current Rectifier with Zero­
Current Switching," IEEFJAPEC Records, 1994, Orlando, FL, pp. 718-724. 

12. VDE Standards 0875/6.77 for radio interference suppression of electrical appliances and 
systems. 

13. VDE Standards 0871/6.78 for radio interference suppression of radio frequency equipment for 
industrial, scientific, and medical (ISM) and similar purposes. 

14. N. Mohan, "Techniques for Energy Conservation in AC Motor Drive Systems," Electric 
Power Research Institute Final Report EM-2037, September 1981. 

15. L. M. Schneider, "Take the Guesswork out of Emission Filter Design," EMC Technology, 
April-June 1984, pp. 23-32. 



PART 6 

SEMICONDUCTOR 
DEVICES 





CHAPTER 19 

BASIC SEMICONDUCTOR 
PHYSICS 

19-1 INTRODUCTION 

In the previous chapters, it has been assumed that the semiconductor power devices had 
nearly ideal characteristics. These properties included: 

1. Large breakdown voltages 

2. Low on-state voltages and resistances 

3. Fast turn-on and turn-off 

4. Large power dissipation capability 

In spite of significant progress in the development of power devices, there are none 
available that simultaneously have all of these properties. In all device types, there is a 
trade-off between breakdown voltages and on-state losses. In bipolar (minority carrier) 
devices, there is also a trade-off between on-state losses and switching speeds. 

Such trade-offs mean that there is not one device type that can be used for all 
applications. The requirement of the specific application must be matched to the capa­
bilities of the available devices. This often requires clever and innovative design ap­
proaches. For example, several devices may have to be combined in parallel or series 
connections in order to control larger amounts of power. 

In this environment, it is important for the user to have a firm qualitative understand­
ing of the physics of power devices and of how they are fabricated and packaged. A 
superficial knowledge of low-power solid-state devices is insufficient for the effective use 
of high-power devices. Indeed, a naive extrapolation of low-power device knowledge to 
the high-power regime could lead to the damage or even destruction of the high-power 
device. 

In the next several chapters, the operation, fabrication, and packaging of high-power 
devices will be explored. In this chapter, the fundamental properties of semiconductors 
will be reviewed. 

19-2 CONDUCTION PROCESSES IN SEMICONDUCTORS 

19-2-1 METALS, INSULATORS, AND SEMICONDUCTORS 

Electrical current will flow in a material if there are charge carriers (usually electrons) in 
the material that are free to move in response to an applied electric field. The number of 

507 
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free carriers in various materials varies over an extraordinarily wide range. In metals such 
as copper or silver, the free-electron density is on the order of 1023 cm-3

, whereas in 
insulators such as quartz or aluminum oxide the free-electron density is less than 103 

cm-3
• This difference in free-electron densities is the reason why the electrical conduc­

tivity in metals can be on the order of 106 mhos-cm -1, whereas it is on the order of 10-15 

mhos-cm - 1 or smaller in a good insulator. A material such as silicon or gallium arsenide, 
which has a free-carrier density intermediate between that of an insulator and a metal 
(108_1019 cm-3), is termed a semiconductor. 

In a metal or an insulator, the free-carrier density in a constant of the material and 
cannot be changed to any significant degree. However, in a semiconductor the free-carrier 
density can be changed by orders of magnitude either by introduction of impurities into 
the material or by the application of electric fields to appropriate semiconductor struc­
tures. This ability to manipulate the free-carrier density by large amounts is what makes 
the semiconductor such a unique and useful material for electrical applications. 

19-2-2 ELECTRONS AND HOLES 

A single crystal of a semiconductor such as silicon, which has four valance electrons, is 
composed of a regular array or lattice of silicon atoms. Each silicon atom is bonded to four 
nearest neighbors, as illustrated in Fig. 19-1, by covalent bonds composed of electrons 
shared between the two adjacent atoms. At temperatures above absolute zero, some of 
these bonds are broken by energy carried by the silicon atom due to its random thermal 
motion about its equilibrium position. This process, known as thermal ionization, creates 
a free electron and leaves behind a fixed positive charge on the nucleus of the silicon atom 
where the bond was broken, as is shown in Fig. 19-1. 

At some later time such as 12 indicated in Fig. 19-2b another free electron may be 
attracted to the positive charge and become trapped in the bond that was broken at an 
earlier time 110 as indicated in Fig. 19-2a, thus becoming bound. However, the silicon 
atom where this free electron originated now has a positive charge, and the end result of 
the transaction is the movement of the positive charge; as shown in Fig. 19-2c at time 13, 

Broken bond 

~~- -~-~-@ 8-+f -( r -( f -() 
Ionized 8~@::--@~~ 

~\:: --( ) ( ) ( ) ( ) 
~===~===0=-=~ 

UTU===W==~ ~~-"" 
Covalent bond Neutral silicon atom 

Figure 19-1 A silicon lattice showing thermal ionization 
and the creation of free electrons. 



19-2 CONDUCTION PROCESSES IN SEMICONDUCTORS 509 

(b) 

Recombination of B 

(e) 

Figure 19-2 Hole movement in semiconductors. 

This moving positive charge is tenned a hole because it originates from an empty bond 
nonnally occupied by an electron. 

The thennal ionization mechanism generates an equal number of electrons and holes. 
The thennal equilibrium density of electrons and holes, n;, in a pure (intrinsic) semicon­
ductor is given by 

-qE 
n~ = Cexp--g 
, kT (19-1) 

where Egis the energy gap of the semiconductor (1.1 e V for silicon), q is the magnitude 
of the electron charge, k is Boltzmann's constant, T is the temperature in degrees Kelvin, 
and C is a constant of proportionality. At room temperature (300 K), n; =1010 cm- 3 in 
silicon. 

19-2-3 DOPED SEMICONDUCTORS 

The thennal equilibrium density of electrons and holes can be changed by adding appro­
priate impurity atoms to the semiconductor. In the case of silicon, the appropriate impu­
rities are elements from column ill of the periodic table, such as boron, or from column 
V, such as phosphorus. 

Elements such as boron have only three electrons (valance electrons) available for 
bonding to other atoms in a crystal, and thus when boron is introduced into a silicon 
crystal, it needs an additional electron to bond to the four neighboring silicon atoms, as 
shown in Fig. 19-3a. The boron will very quickly acquire or accept the needed electron 
from the silicon lattice by capturing a free electron. This immobilizes a free electron and 
leaves a hole free to move through the crystal. The result is that the silicon now has more 
free holes, now tenned majority carriers, than free electrons, now tenned minority car­
riers. The silicon is said to be doped p-type with an acceptor impurity. 

Column V elements, such as phosphorus, have five valance electrons but only four 
are needed for bonding in a silicon lattice. Such atoms are easily thennally ionized when 
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Figure 19-3 Doping by acceptors (a) and donors 
(b) to create p-type and n-type material: (a) p­
type silicon; (b) n-type silicon. 

placed in a silicon crystal and the fifth electron becomes free, as is illustrated in Fig. 
19-3b. The resulting positive charge on the donor impurity (so named because it donates 
the fifth electron to the silicon lattice) represents a trapped or bound hole. Electrons are 
now the majority carriers and holes are the minority carriers. The silicon is said to be 
doped n-type. 

The impurity levels commonly used in semiconductor devices (1019 cm -3 or less) are 
orders of magnitude smaller than the density (about 1023 cm-3

) of semiconductor atoms. 
Thus, the presence of impurities in a semiconductor will not affect the rate at which 
covalent bonds are broken by thennal ionization and subsequently refilled by free elec­
trons (electron- hole recombination). This means that the product of the thennal equilib­
rium electron density, now tenned 110, and the thennal equilibrium hole density, now 
tenned Po, must still equal n?, as is shown below: 

Pono = n? (19-2) 

even though Po and 110 are no longer equal. This relationship (Eq. 19-2) is sometimes 
called the law of mass action or the principle of detailed balance. 

A doped (extrinsic) semiconductor is electrically neutral even though no is no longer 
equal to Po. The positive charge per unit volume in the extrinsic material is the sum of the 
hole density Po and the ionized donor density Nd , whereas the negative-charge density is 
the sum of the electron density 110 and the ionized acceptor density Na• The space charge 
neutrality condition in the general case where both donors and acceptors are assumed to 
be present in the material thus becomes 

(19-3) 

Equations 19-2 and 19-3 can be solved simultaneously to find Po and 110 separately. 
In ap-type material, the simultaneous solution ofEqs. 19-2 and 19-3, assumingNa :> n;, 
yields the approximate result 

(19-4) 
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Similar expressions can be developed for strongly n-type material N d :;» n;. In either type 
of material, the minority carrier density is proportional to the square of the intrinsic carrier 
density (see Eq. 19-4) and thus is strongly temperature dependent. 

19-2-4 RECOMBINATION 

Fixed numbers of free electrons and holes require that mechanisms exist for the disap­
pearance or recombination of them at the same rate as they are generated in thermal 
equilibrium. These mechanisms include direct recombination of electrons and holes (cap­
ture of a free electron in an empty covalent bond) and the trapping of carriers by impurities 
or imperfections in the crystal. In our largely qualitative examination of device physics, 
a simple rate equation describing the approximate time behavior of the excess carrier 
density (8n, the free-carrier density in excess of Po and no) is sufficient for our purposes. 
Space charge neutrality forces the excess hole density 8p to equal the excess electron 
density 8n. 

This rate equation is given by 

d(8n) 

dt 

8n 

T 
(19-5) 

assuming that there is no generation of excess carriers during the time interval when this 
equation is to be applied. If 8n > 0 at t = 0, Eq. 19-5 predicts that 8n(t) decays 
exponentially with time for t > O. The characteristic decay time or time constant T is 
termed the excess-carrier lifetime, an important characteristic of minority-carrier devices. 

In most situations it is convenient to consider the lifetime as a constant of the 
material. However, in two situations encountered in power semiconductor devices, the 
lifetime varies with device operating conditions. First, the excess-carrier lifetime will 
increase somewhat as the internal temperature of the devices increases. This will lead to 
a lengthening of the switching times of some devices (the minority-carrier or bipolar 
devices such as BJTs, thyristors, and GTOs). In simplistic terms, the minority carriers are 
more energetic at higher temperatures and thus are somewhat less likely to be captured by 
a recombination center. The details of why the lifetime increases with temperature are 
beyond the scope of this discussion. 

Second, at large excess-carrier densities 8n, the carrier lifetime becomes dependent 
on the value of 8n. As excess-carrier densities approach a value nb approximately equal 
to 1017 cm- 3 and larger, another recombination process, Auger recombination, becomes 
important and causes the lifetime to decrease as 8n increases. At these large carrier 
densities, the lifetime is given by 

TO 
T=---~1 

1 + (8nfln~ 
( 19-6) 

where TO is the lifetime for 8n <:: nb. This decrease in excess-carrier lifetime will increase 
the on-state losses of some power devices at high current levels and thus will be a limiting 
factor in the operation of these devices. 

The value of the excess-carrier lifetime has important effects on the characteristics of 
minority-carrier (also called bipolar) power devices. Larger values of the lifetime mini­
mize the on-state losses but also tend to slow down the switching transition from on to off 
and vice versa. Hence, the device manufacturer strives for fairly precise and reproducible 
control of the lifetime during the fabrication process. Two commonly used methods of 
lifetime control are the use of gold doping and the use of electron irradiation. Gold is an 
impurity in silicon devices that acts as a recombination center. The higher the gold-doping 
density, the shorter the lifetimes will be. When electron irradiation is used, high-energy 
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Figure 19-4 Drift of electrons and 
holes under the influence of an applied 
electric field. 

(a few million electron volts of kinetic energy) electrons penetrate deeply (the depth of 
penetration is a function of the energy) into a semiconductor before they collide with the 
crystalline lattice. When a collision occurs, imperfections in the crystalline lattice are 
created that act as recombination centers. The impinging dose of high-energy electrons is 
easily controlled, so the final density of recombination centers and thus the lifetime is 
under good control. In recent years this method has become the preferred method of 
lifetime control because it can be applied during the final stages of fabrication as a final 
"tuning" or "tweaking" of the device characteristics that depend on the value of the 
lifetime. 

19-2-5 DRIFf AND DIFFUSION 

The flow of current in a semiconductor is the sum of the net flow of holes in the direction 
of the current and the net flow of electrons in the opposite direction. The free carriers can 
move via two mechanisms, drift and diffusion. 

When an electric field is impressed across a semiconductor, the free holes are accel­
erated by the field and acquire a velocity component parallel to the field while electrons 
acquire a velocity component antiparallel to the field, as shown in Fig. 19-4. This velocity 
is termed the drift velocity and is proportional to the strength of the electric field. The drift 
component of current is given by 

(19-7) 

where E is the applied electric field, JLII is the electron mobility, JLp is the hole mobility, 
and q is the charge on an electron. At room temperature in moderately doped silicon (less 
than 1015 cm-3

), '"" .. "'" 1500 cm2/V-s and ,""p "'" 500 cm2/V-s. The carrier mobilities 
decrease with increasing temperature T (approximately }2). 

If there is a variation in the spatial density of the free carriers such as is illustrated in 
Fig. 19-5, then there wiU be a movement of carriers from regions of higher concentration 
to regions of lower concentration. This movement is termed diffusion and is due to the 
random thermal velocity that each free carrier has. Such a spatial variation in carrier 
density could be obtained by a variety of methods including a variation in doping density. 
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Figure 19-5 Carrier movement and current flow by diffusion. The 
electron current In is the direction of positive current flow (opposite 
to the electron flow). 

The movement of carriers by diffusion will produce a component of current density that, 
in one dimension, is given by 

(19-8) 

where Dn is the electron diffusion constant and Dp is the hole diffusion constant. The 
diffusion constants and mobilities are related by the Einstein relation, which is given by 

Dp Dn kT 
-=-=-
~p ~n q 

(19-9) 

At room temperature, kTlq = 0.026 eV. In a particular situation, current flow will usually 
be either predominantly by drift or by diffusion. In the general case, current flow by both 
mechanisms may have to be considered simultaneously. 

19-3 pn JUNCTIONS 

A pn junction is fonned when an n-type region in a silicon crystal is adjacent to or abuts 
a p-type region in the same crystal, as illustrated in Fig. 19-6. Such a junction can be 
fonned by diffusing acceptor impurities into an n-type silicon crystal, for example. The 
opposite sequence (diffusing donors into p-type silicon) can also be used. 

The junction is often characterized by how the doping changes from n-type to p-type 
as the junction is crossed. A so-called step or abrupt junction is shown in Fig. 19-7a. A 

Metiliurlical junction 

\ 

p I · 
Figure 19-6 A pn junction. 
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------IN. 

----------~--------~% 

(a) (b) 

Figure 19-7 Impurity density versus position for (a) an abrupt (step) junction 
and (b) a linearly graded junction. 

more gradual change in doping density is the linearly graded junction shown in Fig. 
19-7b. The junction is also characterized by the relative doping densities on each side of 
the junction. If the acceptor density on the p-type side is very large compared to the donor 
density on the n-type side, the junction is sometimes termed a p + n junction. If the donor 
density is not much larger than ni in the previous example, the junction might be termed 
a p+n- junction. Other variations on this theme are possible and are found in power 
semiconductor devices. 

19-3-1 POTENTIAL BARRIER AT THERMAL EQUILIBRIUM 

Some of the majority carriers on either side of the junction will diffuse across it to the 
opposite side, where they are in the minority. This will create a space charge layer on 
either side of the junction, as is illustrated in Fig. 19-8, because the diffusing carriers will 
leave behind ionized impurities that are immobile and that are now not screened by 
enough free carriers for electrical neutrality. The resulting space charge density p, whose 
spatial variation for a step junction is shown in Fig. 19-9a, gives rise to an electric field. 

MetallurBical I 
junction \r-. ----_ .. Jl 

+ 

+ 

+ 

p + II 

+ 
Ionized __ ~ .. _ 

acceptors + ~fonized 
I donors 

i 

+ I 
I 

+ I 
\""_--.. __ --J1 

Space charge 
fayer width = W 

Figure 19-8 A pn junction with 
a space charge or depletion layer 
shown. 
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Figure 19-9 Spatial variation of 
(a) the space charge density p, (b) 
the electric field E, and (c) the 
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layer of a step pn junction. The 
electric field and potential are 
shown as negative because the 
applied voltages are positive when 
the p region is biased positive with 
respect to the n region (see Fig. 
19-10). 

The electric field can be estimated using Poisson's equation, which for a step junction is 
given by 

dE -qNa -=--
dx E 

qNd 

E 

-xp < x < 0: (19-10) 

0< x < Xn 

Integrating from x = - xp to x = Xno the respective distances the depletion region pene­
trates into the p-type and n-type sides of the junction, yields 

E(x) = -qNa(x + xp) 
E 

qNJx - xn) 

E 

-xp < x < 0 (l9-11a) 

0< x < Xn 

(l9-11b) 

This electric field, which is plotted in Fig. 19-9b, gives rise to a potential barrier that is 
plotted in Fig. 19-9c. Integrating the electric field across the depletion layer yields the 
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magnitude of the barrier (often termed the contact potential), which for the step junction 
of Figs. 19-8 and 19-9 is given by 

Ix. qNax'p + qNdx;, 
- E(x) dx = <l>c = ~~2-E~-=': 

-xp 

(19-12) 

The electric field increases in strength as more ionized impurities are exposed because 
of the diffusing carriers. The field, however, tends to retard the diffusion process because 
it acts to push the electrons back to the n-type side and holes back to the p-type side. An 
equilibrium is reached when the carrier flux caused by diffusion is counterbalanced by the 
carrier flux due to the electric field (drift). In equilibrium the hole flux and electron flux 
separately sum to zero, rather than merely the total current being zero. Otherwise, there 
would be a buildup of electrons and holes on one side of the junction. Setting the hole 
current density J p equal to zero yields 

[ 
d<l>] dp Jp = qlJ-pp - dx -qDpdx = 0 (19-13) 

Separating variables in Eq. 19-13 and integrating across the depletion regions yields 
another expression for the contact potential: 

1c!>(x.) Dp Ip(x,) kT [NaNd] 
<l>c = d<l> = -- p(x) dx = -In -2 

c!>(-x
p

) IJ-p p(-x
p

) q nj 
(19-14) 

In Eq. 19-14, p( -xp) = Na, p(xn) = nflNd, and use is made of the Einstein relation (Eq. 
19-9). This contact potential cannot be measured directly with a voltmeter because equal 
and opposite contact potentials are developed when any measuring probes are attached to 
the n and p sides of the junction. At room temperature, <l>c < Eg • For example, in a silicon 
pn junction at room temperature with Na = Nd = 1016 cm-3

, <l>c = 0.72 eV. 

19-3-2 FORWARD AND REVERSE BIAS 

When an external voltage is applied between the p and n regions, as shown in Fig. 19-1Oa, 
it appears entirely across the space charge region because of the large resistance of the 
depletion layer compared to the rest of the material. If the applied potential is positive on 
the p side, it opposes the contact potential and reduces the height of the potential barrier, 
and the junction is said to be forward biased. 

When the applied voltage makes the n side more positive, as is indicated in Fig. 
19-11a, the junction is said to be reverse biased and the barrier height is increased to 
V + <l>c. The width W(V) = xn(V) + xiV) of the space charge layer (or depletion region 
as it is also termed because of the absence of free carriers) must grow or shrink as the 
height of the potential barrier either grows or shrinks. This occurs because a change in the 
potential requires a change in the magnitude of the total amount of charge on each side of 
the junction. Since the charge density equals the impurity density (a constant), a change 
in the total charge can occcur only if there is a change in the dimensions of the depletion 
region. This variation in the dimensions of the depletion region with applied voltage has 
important consequences for the design of power semiconductor devices. 

Under reverse-bias conditions, the step junction relationship (Eq. 19-12) between the 
potential barrier height and the depletion layer partial widths Xn and xp is changed by 
replacing <l>c with V + <l>c. The total negative charge qNaxp(V) in the p-type region of the 
depletion layer must equal the total positive charge qN dXn(V) in the n-type region of the 
depletion layer, that is, 

(19-15) 
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Figure 19-10 A pn junction with voltage applied in the forward direction: 
(a) forward-biased pn junction; (b) minority-carrier densities vs. position in the 
forward-biased pn junction. 

Solving Eq. 19-15 simultaneously with the modified form of Eq. 19-12 yields separate 
expressions for xp(V) and xn(V). Combining these separate expressions into an equation 
for the total step junction depletion layer width W(V) yields 

W(V) = WoVl - (Vlcf>e) (19-16) 

where W 0 is the depletion layer width at zero bias and V is the applied diode voltage 
(negative for reverse bias). Here Wo is given by 

Wo = 
Ecf>c(Na + Nd) 

(19-17) 

where E is the dielectric constant of the semiconductor (E = 11.7£0 for silicon where 
Eo = 8.85 X 10-14 F/cm). The electric field is a maximum at the metallurgical junction 
and is given by 

2cf> 
E = -VI - VI'" max Wo 'fie 

(19-18) 
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Figure 19-11 A pn junction with voltage applied in the reverse direction: 
(a) reversed-biased pn junction; (b) minority-carrier densities vs. position in 
reverse-biased pn junction. 

Other doping profiles will produce slightly different functional dependencies of W and 
Erruu with applied voltage and doping levels, but qualitatively their behavior is the same 
as the step junction. Thus, we will use the step junction as our model for discussing how 
the properties of a pn junction affect the operation and performance of power semicon­
ductor devices. 

t 9-4 CHARGE CONTROL DESCRIPTION OF 
pn-JUNCTION OPERATION 

A reverse-bias voltage increases the potential barrier, which in turn makes the probability 
of any carrier diffusing across the junction vanishingly small. The minority carrier den­
sities become nearly zero at the edge of the depletion region, as is shown in Fig. 19-11b. 
The small gradients in the minority-carrier densities will cause a small flux of diffusing 
minority carriers toward the depletion region, as is indicated in the figure. When these 
diffusing carriers reach the depletion layer, the large electric fields in the space charge 
layer will immediately sweep them across the layer into the electrical neutral region on the 
other side of the junction. Electrons will be swept to the n-type side and holes to the p-type 
side. This will constitute a small leakage current termed the reverse saturation current I., 
which is diagrammed in the i-v curve shown in Fig. 19-12. This current is independent 
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Figure 19-12 The /-1' characteristic of a pn junction in both forward and reverse bias 
(a). The reverse bias portion is redrawn in (b) because the reverse saturation current is too 
small to be seen on the same linear scales as the forward current. 

of the reverse voltage. There will also be a contribution to the leakage current by the 
electrons and holes created in the space charge layer by thennal ionization processes. 

A forward-bias voltage lowers the potential barrier and upsets the equilibrium be­
tween drift and diffusion in favor of diffusion. As is shown in Fig. 19-1Ob, this results in 
an enonnous increase in the minority-carrier densities (electrons and holes) in the elec­
trically neutral regions on both sides of the junction immediately adjacent to the depletion 
regions. This increase, sometimes tenned carrier injection, is an excess carrier density, 
that is, above the thennal equilibrium values, and it has a significant impact on the diode's 
characteristics, especially the switching behavior. 

The injected minority carriers eventually recombine with the majority carriers as they 
diffuse farther into the electrically neutral drift regions shown schematically in the one­
dimensional diode model illustrated in Fig. 19-1Ob. This leads to an exponential decrease 
in the excess-minority-carrier density with distance, which is illustrated in the figure. The 
characteristic decay length is tenned the minority-carrier diffusion length, which for 
electrons in p-type material is given by 

(19-19) 

and for holes in n-type material is given by 

Lp = v'DpTp (19-20) 

In these equations, Dn and Dp are the electron and hole diffusion constants and Tn and Tp 

are the corresponding minority-carrier lifetimes, which can range from nanoseconds to 
tens of microseconds depending on how the diode is fabricated. 

The minority-carrier density at the edge of the depletion region, Pn(O) in Fig. 19-1Ob, 
is exponentially dependent on the forward-bias voltage and is given by 

n~ 
Pn(O) = ~d eqVlkT (19-21) 

A similar expression exists for n/O). At zero bias, Eq. 19-21 reduces to the correct 
thennal equilibrium value. As a result of this voltage dependence, the minority-carrier 
densities will vary by orders of magnitude as the voltage is changed by relatively small 
amounts. This will result in large gradients in the minority-carrier densities in the regions 
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adjacent to the depletion layer (within a few diffusion lengths) and consequently large 
diffusion currents (see Eq. 19-8). In fact, in these regions the diffusion component of the 
current is the dominant component of the total current (the drift component is negligible 
in this region because the large injected carrier densities short out the electric field needed 
for any substantial drift current). 

In the steady-state (dc) forward-bias situation, the excess-carrier distributions shown 
in Fig. 19-10b neither grow nor decay in time. For this to happen, the carriers that are lost 
per unit time from the distribution via recombination must be replaced. They are replaced 
by new carriers that are injected across the junction by the forward-bias current density 
J(J = I/A, where I is the terminal current and A is the cross-sectional area of the diode). 
This leads to the simple relation 

(19-22) 

where Qn and Qp are the areas under the excess-minority-carrier distributions shown in 
Fig. 19-1Ob. Since the excess-carrier distributions depend exponentially on position (de­
caying with distance away from the junction), they can easily be integrated to find Qn and 
Qp. The resulting expressions are 

[ n~] 
Qp = q Pn(O) - "/d Lp (19-23) 

[ n~] 
Qn = q np(O) -N~ Ln (19-24) 

It should be noted in Eqs. 19-23 and 19-24 that the excess-minority-carrier density at 
the edge of the depletion region [Pn(O) - n;lNd in Eq. 19-23 and niO) - n;lNa in Eq. 
19-24] is used rather than the total minority-carrier density [Pn(O) in Eq. 19-23 or np(O) 
in Eq. 19-24]. This of course is because only the excess minority carriers have any spatial 
density gradient that can lead to diffusion currents. Putting the expressions for Qp and Qn 
into Eq. 19-22 using Eq. 19-21 yields 

J = qn;[~ + !::L] [eqV1(kT) - 1] 
NaTn NdTp 

(19-25) 

Equation 19-25 is plotted in Fig. 19-12 and is the i-v characteristic of the pn-junction 
diode for both forward and reverse bias. The term qnN{Ln/(NaTn)} + {Lp/(NdTp)}] is 
readily identified as the reverse saturation current Js shown in Fig. 19-12b. This current 
has an extreme temperature sensitivity because of its dependence on n; (see Eq. 19-1). 
This temperature sensitivity must be considered in all diode applications. In the forward 
direction the current depends exponentially on the forward voltage. The large increase in 
current in Fig. 19-12a at the reverse bias voltage BVBD is caused by impact ionization and 
is not predicted by Eq. 19-25. 

19-5 AVALANCHE BREAKDOWN 

The rapid increase in current at the reverse-bias voltage BVBD shown in Fig. 19-12a is 
termed reverse breakdown or avalanche breakdown. Operation of the diode in breakdown 
must be avoided because the product of the large voltage and large current leads to 
excessive power dissipation that will quickly destroy the device if it is not reduced. The 
breakdown is caused by a physical mechanism termed impact ionization. 
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19-5-1 IMPACT IONIZATION 

If a free electron with sufficient kinetic energy strikes a silicon atom, it can break a 
covalent bond and liberate an electron from the bond. If the kinetic energy is gained from 
an applied electric field, such as reverse voltages applied across a space charge layer, the 
liberation of the electron from the bond is termed impact ionization. This process is 
important because the newly liberated electron can gain enough energy from the applied 
field to break a covalent bond when it strikes a silicon atom, thus liberating an additional 
electron. This process can cascade (avalanche) very quickly in a chain reaction-like 
manner, producing a large number of free electrons and thus a large current, and the large 
power dissipation will quickly destroy the device, as previously mentioned. 

An approximately constant value of electric field, EBO ' is required to cause appre­
ciable impact ionization according to experimental observations. This value can be esti­
mated from a very simple model, which highlights the important mechanism of impact 
ionization. The amount of kinetic energy required to break a bond is the energy gap Eg , 

assuming that all of the kinetic energy of the incident free electron is transferred into 
breaking the bond and that both the incident and liberated electrons have little kinetic 
energy after the collision. If it is now assumed that these electrons start essentially at rest 
and are accelerated by the electric field until their next collisions and that the time between 
collisions is te , then the value of EBO for impact ionization is calculated as 

fifgm 
EBO = --2-

qte 
(19-26) 

In this equation m is the mass of the electron (about 10-27 g) and q is the electron charge. 
The average time between collisions of electrons with the lattice is on the order of 
10-12_10- 14 s. Taking an intermediate value of 10- 13 s as typical for silicon and using 
it in Eq. 19-26 predicts a value of about 300,000 V/cm for EBO. This estimate is sur­
prisingly close to the experimental value of 200,000 V/cm determined from avalanche 
breakdown measurements in power devices. 

A more correct picture of the impact ionization process would have to take into 
account that not all electrons will lose their entire kinetic energy at each collision. Also, 
electrons will have a wide range of kinetic energies obtained from the thermal energy in 
the lattice. This considerably complicates the calculation of the electric field needed for 
appreciable ionization, although it has been done. However, the more correct theory 
yields a value for EBO that is close to the value estimated in the preceding paragraph. Thus 
it is concluded that the simple picture of impact ionization given is adequate for the 
qualitative study of voltage breakdown in power semiconductor devices. 

19-5-2 BREAKDOWN VOLTAGE ESTIMATE 

The reverse-bias voltage is dropped entirely across the depletion region, and the larger the 
voltage, the larger the electric field in the region and the closer it approaches the value EBO 

where substantial impact ionization begins. The reverse-bias voltage magnitude that gen­
erates substantial impact ionization is termed the avalanche breakdown voltage BV BO, 

and it depends on the doping profile (step, linearly graded, diffused, etc.) of the junction 
and on the magnitudes of the doping densities. The breakdown voltage of the step junction 
is sufficiently representative of all pn junctions that a detailed examination of it will yield 
the basic features of breakdown that are needed for a qualitative study of power semi­
conductor devices without the quantitative details of more complicated doping profiles 
obscuring the essential characteristics. Setting Emax in Eq. 19-18 to EBO and the voltage 
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v = -BVBD (reverse-bias voltages are negative) and solving for the breakdown voltage 
yields 

(19-27) 

SUMMARY 

In this chapter the basic properties of semiconductors were reviewed. The important 
concepts are as follows: 

1. Current in a semiconductor is carried by both electrons and holes. 

2. Electrons and holes move by both drift and diffusion. 

3. Intentional doping of the semiconductor with impurities will cause the density of 
holes and electrons to be vastly different. 

4. The density of minority carriers increases exponentially with temperature. 

5. A pn junction can be formed by doping one region n-type and the adjacent region 
p-type. 

6. A potential barrier is set up across a pn junction in thermal equilibrium that balances 
out the drift and diffusion of carriers across the junction so that no net current flows. 

7. In reverse bias a depletion region forms on both sides of the pn junction and only a 
small current can flow by drift. 

8. In forward bias large numbers of electrons and holes are injected across the pn 
junction and large currents flow by diffusion with small applied voltages. 

9. Large numbers of excess electron-hole pairs are created by impact ionization if the 
electric field in the semicondutor exceeds a critical value. 

10. Avalanche breakdown occurs when the reverse-bias voltage is large enough to gen­
erate the critical electric field EBD• 

PROBLEMS 

19-1 The intrinsic temperature T; of a semiconductor device is that temperature at which n; equals the 
doping density. What is T; of a silicon pn junction that has 1018 cm -3 acceptors on the p-type side 
and 1014 cm-3 donors on the n-type side? 

19-2 What are the resistivities of the p region and n region of the pn junction described in Problem 19-1? 

19-3 Estimate Po and no in a silicon sample where both donor and acceptor impurities are simultaneously 
present and Nd - Na = 1013 cm- 3

• 

19-4 What change in temperature tlT doubles the minority-carrier density in the n-type side of the pn 
junction described in Problem 19-1 compared with the room temperature value? 

19-5 Show that a decade increase in the forward current of a pn junction is accompanied by an increase 
in the forward voltage of about 60 mY. 

19-6 Consider a step silicon pn junction with 1014 cm- 3 donors on the n-type side and 1015 cm- 3 

acceptors on the p-type side: 

(a) Find the width of the depletion layer on each side of the junction. 

(b) Sketch and dimension the electric field distribution versus position through the depletion layer. 

(c) Estimate the contact potential <l>c. 
(d) Using a parallel-plate capacitor fonnalism, estimate the capacitance per unit area of the junc­

tion at 0 V and at -50 V. 
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(e) Estimate the current flowing through this junction if the forward voltage is 0.7 V, the excess­
barrier lifetime is I fLS, and the cross-sectional area is 100 ILm square. 

19-7 A bar of n-type silicon with 1014 cm- 3 donors is 200 ILm long and I x I mm square. What is its 
resistance at room temperature and at 250°C? Assume temperature independent mobilities. 

19-8 Estimate the breakdown voltage of the pn junction diode described in Problem 19-6. 

19-9 Show that for a step junction, the width of the space charge layer when the reverse-bias voltage is 
equal to the avalanche breakdown value BV BD can be written as 

2BVBO W(BVBO) =--
EBo 

[Him: Examine the plot of electric field vs. position in Fig. 19-9b with Em"" = EBD and 
W = W(B V BD)]' Use this result to find the depletion layer width of the pn junction of Problem 19-6 
when it is biased at avalanche breakdown. 

19-10 What are the carrier diffusion lengths, LII and Lp ' for the pn junction of Problem 19-6, part e? 

19-11 A one-sided step junction with a p-side doping level Na much greater than the n-side doping level 
Nd , conducts a current I when forward-biased by a voltage VF • The current is to be increased to 
twice this value (to 21) at the same voltage VF by adjusting the carrier lifetime. What adjustment is 
required in the lifetime T to realize this change in current? 

19-12 Find the minimum conductivity achievable in silicon by choice of doping level and conditions under 
which it occurs. Assume room temperature and mobilities independent of the doping levels. 

19-13 What is the resistivity of intrinsic silicon at room temperature (300 OK)? 
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CHAPTER 20 

POWER DIODES 

20-1 INTRODUCTION 

Power semiconductor devices, even diodes, are more complicated in structure and oper­
ational characteristics than their low-power counterparts with which most of us have some 
degree of familiarity. The added complexity arises from the modifications made to the 
simple low-power devices to make them suitable for high-power applications. These 
modifications are essentially generic in nature, that is, the same basic modifications are 
made to all low-power semiconductor devices in order to scale up their respective power 
capabilities. Thus, if the modifications can be understood in the context of one specific 
type of device, then it will be much easier to see the effects of these modifications in the 
other types of power devices. 

The study of power semiconductor devices begins with the diode, both pll-junction 
and Schottky barrier devices, because they are the simplest of all semiconductor devices. 
The modifications for high-power operation will thus be most easily considered first in 
these devices. Additionally, the diode or pn junction is the basic building block of all 
other power semiconductor devices. A comprehension of the other power devices will be 
more easily obtained if first the characteristics of the diode are clearly understood. 

20-2 BASIC STRUCTURE AND J- V CHARACTERISTICS 

524 

The ideal pn-junction diode geometry was discussed in Chapter 19. The practical real­
ization of the diode for power applications is shown in Fig. 20-1. It consists of a heavily 
doped n-type substrate on top of which is grown a lightly doped n - epitaxial layer of 
specified thickness. Finally the pn junction is formed by diffusing in a heavily doped 
p-type region that forms the anode of the diode. Typical layer thicknesses and doping 
levels are shown in Fig. 20-1. The cross-sectional area A of the diode will vary according 
to the amount of total current the device is designed to carry. For diodes that can carry 
several thousand amperes, the area can be several square centimeters (wafers with diam­
eters as large as 4 in. are used in the production of power devices, and for the largest 
diodes, only one is made from the wafer). The circuit symbol for the diode is shown in 
Fig. 20-1 and is the same as that used for low-power signal level diodes. 

The n - layer in Fig. 20-1, which is often termed the drift region, is the prime 
structural feature not found in low-power diodes. Its function is to absorb the depletion 
layer of the reverse-biased p+n- junction. This layer can be quite wide at large reverse 
voltages. The drift region establishes what the reverse breakdown voltage will be. This 
relatively long lightly doped region would appear to add significant ohmic resistance to 
the diode when it is forward biased, a situation that would apparently lead to unacceptably 
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Figure 20-1 Cross-sectional view of a pn-junction diode intended for power applications. 
The circuit symbol is also shown with anode and cathode designations. The cross-sectional 
view of a high-power diode with additional provisions for high breakdown voltages is 
shown in Figs. 20-6 and 20-7. 

large power dissipation in the diode when it is conducting current. However, other 
mechanisms to be described shortly greatly reduce this apparent problem. 

The i-v characteristic of the diode is shown in Fig. 20-2. In the forward direction it 
appears the same as that discussed in Chapter 19 except that the current grows linearly 
with the forward-bias voltage rather than exponentially. The large currents in a power 
diode create ohmic drops that mask the exponential i-v characteristic. The voltage drop 
in the lightly doped drift region accounts for part of this ohmic resistance. The nature of 
the on-stage voltage drop will be discussed in a later section of this chapter. 

In reverse bias only a small leakage current, which is independent of the reverse 
voltage, flows until the reverse breakdown voltage BVBD is reached. When breakdown is 
reached, the voltage appears to remain essentially constant while the current increases 
dramatically, being limited only by the external circuit. The combination of a large 

1 
Ilon 

~~~ __________ ~ __ ~~~ ________ .u 

Figure 20-2 The /- V characteristic 
of a pn-junction diode. The reverse­
bias portion of the characteristic shows 
avalanche breakdown at BV BD' The 
exponential i-v relationship in forward 
bias expected from signal-level diode 
characteristics is masked by the ohmic 
resistance Ron in power diodes. 
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voltage at breakdown and a large current leads to excessive power dissipation that can 
quickly destroy the device. Operation of the diode in breakdown must therefore be 
avoided. 

20-3 BREAKDOWN VOLTAGE CONSIDERATIONS 

20-3-1 BREAKDOWN VOLTAGE OF NON-PUNCH-THROUGH DIODES 

In designing a diode for a particular breakdown voltage rating, one of two variants of the 
structure shown in Fig. 20-1 are used. If the length Wd of the lightly doped drift region 
is longer than the depletion layer width at breakdown, then the structure is termed a 
non-punch-through diode, that is, the depletion layer has not reached through (or punched 
through) the lightly doped drift region and reached the highly doped n + substrate. For the 
non-punch-through diode using a step junction doping profile, the breakdown voltage is 
given by Eq. 19-27. Since the drift region is much more lightly doped than the p-type 
side, Eq. 19-27 simplifies to 

eEB02 
BVBO =--

2qNd 
(20-1) 

and the depletion layer is contained almost entirely on the much more lightly doped drift 
region side. Putting in the numerical values of EBO (2 x 105 V/cm) and the dielectric 
constant of silicon (1.05 x 10-12 Flcm) yields 

1.3 X 1017 

BVBO =---­
Nd 

(20-2) 

where the doping density is in number per cubic centimeter. The corresponding depletion 
layer width (in centimeters) of the step junction at breakdown is (using Eqs. 19-11 and 
19-12 and Nd as given by Eq. 20-2) 

2BVBo -5 
Wd ~ W(BVBo) = -E-- = I x 10 BVBO 

BO 

Recall from Fig. 20-1 that Wd is the drift region thickness. 

(20-3) 

Two basic facts are evident from Eqs. 20-2 and 20-3. First, large breakdown voltages 
require lightly doped junctions, at least on one side. Second, the drift layer in the diode 
must be fairly long in high-voltage devices to accommodate the long depletion layers. For 
example, a breakdown voltage of 1000 V requires a doping level of approximately 1014 

cm - 3 or less and a minimum drift region thickness W d of about 100 J.Lm to accommodate 
the depletion region. These requirements are satisfied by the lightly doped drift region 
shown in the cross-sectional diagram of the power diode illustrated in Fig. 20-1. 

20-3-2 BREAKDOWN VOLTAGE OF PUNCH-THROUGH DIODE 

In some situations, it is possible to have shorter drift region lengths and still have the 
diode block large reverse voltages. Consider the situation shown in Fig. 20-3, where the 
depletion region has extended all the way across the drift region and is in contact with the 
n+ layer. When this occurs (which is commonly termed punch-through and hence punch­
through diode), further increases in reverse voltage will not cause the depletion region to 
widen any further because the large doping density in the n + layer effectively blocks 
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Electric 
field 
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Figure 20-3 Punch-through in a reverse-biased power 
diode: (a) reverse-biased diode with the depletion layer 
extending completely across the drift region, sometimes 
called the punch-through condition; (b) electric field 
profile of the punch-through condition in a 
reverse-biased diode. 

further growth of the depletion layer. Instead the electric field profile begins to flatten out, 
as is shown in Fig. 20-3b, becoming less triangular and more rectangular. 

As shown in the figure, the electric field profile can be considered to be composed of 
a triangular-shaped component with a peak electric field value of EI at the junction and 
a rectangular-shaped component of constant electric field value E2 • The triangular-shaped 
component is due to the ionized donors in the drift region, and hence EI is given by 

qNdWd 
E1 =-­

E 
(20-4) 

and the area under the triangular component represents a voltage VI' which is given by 

qNdW~ 
VI = ~ (20-5) 

The area under the rectangular component is a voltage given by 

V2 = E2Wd (20-6) 

When the junction having this punch-through profile breaks down, the following 
conditions exist: 

EI + E2 = EBD (20-7) 
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and 

(20-8) 

Substituting Eq. 20-5 for VI into Eq. 20-8 and simultaneously substituting Vz- = 
[EBO - EdWd with EI being given by Eq. 20-4 yield 

qNdW~ 
BVBO = EBoWd -~ (20-9) 

If the doping density in the drift region is made much smaller than the values permitted 
by Eq. 20-2, then VI will be much less than V2 (the electrical field profile will be 
essentially constant and independent of position) so that 

BVBO 
BVBO "'" EBoWd or Wd = -­

EBo 

which is about one-half the value of Wd given by Eq. 20-3 for the same value of 
breakdown voltage. The low doping density means that the ohmic resistivity of the 
punch-through drift region is much larger than the non-punch-through drift region resis­
tivity. 

The higher resistivity of the drift region of the punch-through structure has no sig­
nificant effect on the operation of the diode because the conductivity modulation that 
occurs during on-state operation (a subject to be discussed shortly) shorts out the drift 
region. As we will discuss in detail in later sections of this chapter, the shorter drift region 
length of the punch-through diode permits this diode to have lower on-state voltages 
compared with the conventional non-punch-through diode, assuming the same lifetime in 
each diode and the same breakdown voltage. However, the punch-through structure 
cannot be used in majority-carrier devices because there is no conductivity modulation in 
the on-state operation of these devices. Hence, the large resistance of the punch-through 
drift region will not be shorted out and there will be large amounts of on-state power 
dissipation. 

20-3-3 DEPLETION LAYER BOUNDARY CONTROL 

The plane parallel junctions that have been implicitly assumed thus far in these discus­
sions are an unrealistic idealization in practice. Junctions in actual devices are formed via 
masked diffusions of impurities (such as acceptors shown in Fig. 20-4) that will inevitably 
cause the resulting pn junction to have some degree of curvature, as shown in Fig. 20-4. 
The amount of curvature, which is specified by the radius of curvature (indicated in Fig. 
20-4), will depend on the size of the diffusion mask, the length of the diffusion time, and 
the magnitude of the diffusion temperature. The curvature is caused by the fact that the 
impurities diffuse as fast laterally as they do vertically into the substrate. In such junc­
tions, the plane parallel description becomes inaccurate when the radius of curvature 
becomes comparable to the depletion layer width. In these circumstances, the electric field 
in the depletion layer becomes spatially nonuniform and has its largest magnitude where 
the radius of curvature is the smallest. This will lead to a smaller breakdown voltage 
compared to a plane parallel junction of similar doping. 

The obvious step in combating this potential reduction in breakdown voltage is to 
keep the radius of curvature as large as possible. Modeling studies with a cylindrical pn 
junction of radius R indicate that the radius must be six or more times larger than the 
depletion layer thickness, at breakdown, of a comparable plane parallel junction to keep 
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Figure 20-4 A pn junction formed by a masked diffusion of 
impurities into the substrate. The lateral diffusion of 
impurities gives rise to a curvature of the pn-junction 
boundary and thus to the depletion layer. The smaller the 
radius of curvature R, the lower the breakdown voltage 
becomes. 

the breakdown voltage of the cylindrical junction within 90% of the plane parallel junc­
tion breakdown voltage. In high-voltage diodes where BVBD is 1000 V and larger, the 
required radius of curvature R, using the estimate of 100 ~m for depletion layer thick­
ness, at breakdown, of the plane parallel junction given earlier, would be 600 ~m. The 
realization of such large values would require deep diffusions (depths comparable to R) 
into the substrate, which would be impractical because of impossibly long diffusion 
times. 

Thus, the radius of curvature of the depletion layer boundary must be controlled by 
other means. One method is via the use of electrically floating field plates that are 
illustrated in Fig. 20-5. The field plates act as an equipotential surface, and by their proper 

---

Field plates 

.... ----,. 
/."'" -_ .... "'" \ 

~ -_ .... 
Depletion layer boundary 

Figure 20-5 Use of field plates in a 
pn-junction diode to control the 
depletion layer boundary curvature in 
order to keep breakdown voltages from 
being reduced. 



CHAPTER 20 POWER DIODES 

placement, as is indicated in the figure, they can redirect the electric field lines and 
prevent the depletion layer from having too small a radius of curvature. The price to be 
paid for this approach is that the field plates require a considerable amount of silicon real 
estate. 

Another method of controlling the depletion layer is the use of guard rings, illustrated 
for a simple pn junction in Fig. 20-6. The p-type guard rings are allowed to float elec­
trically. The depletion layers of the guard rings merge with the growing depletion layer 
of the reverse-biased pn junction, which prevents the radius of curvature from getting too 
small. Since the guard rings are electrically floating, they do not acquire the full reverse­
bias voltage, and thus, breakdown will not occur across their depletion layers even though 
their radii of curvature may be somewhat small, as Fig. 20-6 implies. 

In some devices the metallurgical junction extends to the surface of the silicon and the 
high field depletion layer intersects the semiconductor- air boundary, as illustrated in Fig. 
20-7a. This situation will also cause curvature of the depletion layer boundary even if the 
metallurgical junction itself is a plane parallel structure. The fringing electric fields at or 
near the surface may cause premature breakdown or interact with surface impUrities that 
will ultimately degrade the performance of the device. Experience indicates that this 
causes a 20-30% reduction in EBO at the surface compared to the bulk. Thus, it is often 
necessary to shape the topological contours of the device to minimize the surface electric 
fields. An example of beveling is shown in Fig. 20-7b. Additionally coating the sample 
surfaces with appropriate materials such as silicon dioxide or some other insulator will aid 
in controlling the electric fields at the surface. 

riR! 
'~~ ~ ----, ~\----" ;' - -'" - - Depletion li}lef 

boundary 

/I 

Figure 20-6 A pn-junction diode with both an n-type drift 
region and guard rings to improve breakdown voltage 
capabilities. The guard rings help to prevent the depletion 
layer from having too small a radius of curvature. 
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Figure 20-7 (a) Depletion layer intersection with a semiconductor surface 
and attendant field crowding. (b) The use of topological contouring (beveling 
in this example) to minimize field crowding due to depletion layer curvature. 

20-4 ON-STATE LOSSES 

20-4-1 CONDUCTIVITY MODULATION 

Nearly all of the power dissipated in a diode occurs when it is in the on state (forward 
biased). At high switching frequencies a significant amount of dissipation can occur 
during the switching transient from one state to the other, a subject that will be considered 
later. In low-power applications, the forward-bias voltage is the junction voltage and is 
often considered approximately constant, since the voltage depends logarithmically on the 
current. In a silicon diode this constant voltage is 0.7 -1.0 V and the on-state dissipation 
would then be P = 0.71, where I is the current through the diode. 

In power diodes, this estimate would be satisfactory only at low current levels. At 
large current levels, it would severely underestimate the total dissipation because the 
dissipation in the drift region of the power diode is ignored. It is these losses that limit the 
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diode's ultimate power capability. However, in estimating the power dissipated in the 
drift region, care must be exercised because the effective value of resistance of this region 
in the on state is much less than the apparent ohmic value calculated on the basis of the 
geometric size and the thermal equilibrium carrier densities. In the on state there is a 
substantial reduction in the resistance of the drift region because of the large amount of 
excess-carrier injection into the drift region. This conductivity modulation, as it is some­
times termed, substantially reduces the power dissipation over what would be estimated 
on the basis of the thermal equilibrium conductivity of the drift region. 

Consider the one-dimensional power diode model shown in Fig. 20-8. In the on state 
the forward-biased pn junction injects holes into the n-type drift region. At low injection 
levels, 8p < nno' the thermal equilibrium electrons nno easily neutralize the space charge 
of the holes. But at high injection levels, 8p > nno' the hole space charge is 
large enough to attract electrons from the n+ region into the drift region. This leads to 
the injection of electrons across the n + n - interface into the drift region with densities 
8n = 8p. These injected electrons and holes diffuse into the drift region toward each 
other, recombining as they diffuse. This is the origin of so-called double injection. 

If the diffusion length L, where L = '\/'ih (see Eqs. 19-19 and 19-20), is greater than 
the drift region length Wd , then the spatial distribution of the excess carriers will be fairly 
flat, as shown in Fig. 20-8, and equal to an average value na' Since the doping density n­
of the drift region is quite small, typically 1014 cm-3

, na will be typically much greater 
than n-, a condition termed high-level injection. The conductivity of the drift region will 
thus be greatly enhanced over its ohmic or low injection level. 

I" Wd ~I 
I • % 

-1 p+ 10 n ,81 n+ ~ 
Iog(n, p) log(n, p) 

Pno 

---------------+------------------------~------------~% 

Figure 20-8 Carrier distributions in a forward-biased power diode structure with a 
lightly doped drift region. Note how the excess carriers are injected into the drift region 
from both ends. The average value of the excess carriers, na is large compared with 
nno' the majority-carrier density in the drift region. 
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Under these conditions the current in the drift region can be written approximately as 

IF = q(lJ.n + IJ.p)naAVd 
~d (20-11) 

where VdlWd is the average electric field in the conductivity-modulated region, A is the 
cross-sectional area of the diode, and Vd is the approximate voltage drop across the drift 
region. Now the excess carrier stored in the drift region during the on state can be related 
to the current IF using a stored charge formulation (QF being the stored charge in the drift 
region) so that 

(20-12) 

Setting Eq. 20-11 equal to Eq. 20-12 yields 

(20-13) 

Note that the voltage given by this equation is not the total forward-bias diode voltage. 
The total voltage V Vj + V d' where Vj is the voltage across the pn junction and can be 
estimated using an equation similar to Eq. 19-25. 

The voltage Vd cannot be reduced to arbitrarily small values. Two mechanisms 
become active, that cause Vd to increase with increasing current density. First, as the 
excess-carrier density no gets large enough, on the order of 1017 cm - 3

, the lifetime 'T 
begins to decrease because of Auger recombination, as discussed in Chapter 19 (see Eq. 
19-6). The lifetime reduction caused by this mechanism will cause the voltage drop across 
the drift region to increase substantially at large current densities where the carrier density 
is correspondingly large. Second, at about the same excess-carrier density, the carrier 
mobilities begin to decrease with increasing excess-carrier density, becoming inversely 
proportional to no' as is shown in Eq. 20-14a: 

+ _ IJ.o 
IJ.n IJ.p - 1 + nJnb (20-14a) 

where 1J.0 is the low injection level value of IJ.n + 1J.p- This decrease occurs because the 
carrier densities are large enough that the free carriers collide with each other almost as 
often as they do with the crystalline lattice. These additional collisions reduce the mo­
bilities just as do collisions with the lattice. This carrier-carrier scattering represents 
another mechanism that causes Vd to increase at large current densities. 

Insertion of the density-dependent lifetime given by Eq. 19-6 into Eq. 20-12 yields 

(20-14b) 

Insertion of Eq. 20-14a for the density-dependent mobilities into Eq. 20-11 and solving 
for na as a function of Vd, J, and other parameters and using this resulting expression for 
na in Eq. 20-14b yield, after a few manipulations 

( 
JFWd)2( ~~) JiW~ 

Vd qlJ.onb Vd 1J.0'T0 = q21J.!n~'To (20-15) 

As na approaches nb' Vd will become larger than ~~1J.0'T0 so that Eq. 20-15 becomes 
approximately 

(20-16) 
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Thus at large currents where JF is large, the drift region voltage has an ohmiclike depen­
dence upon the current density J F. Thus it is not surprising that the total on-state diode 
voltage drop is approximately given by 

(20-17) 

as is indicated in Fig. 20-2. 

20-4-2 IMPACT ON ON-STATE LOSSES 

This simplified analysis summarizes several important features about the on-state losses of 
not only diodes but also other minority-carrier-based devices such as bipolar junction 
transistors and thyristors. First, if the lifetime can be made large enough so that the 
diffusion length L is compatible with the drift region length Wd, then the voltage drop 
across the drift region can be made quite small and approximately independent of the 
current. This means that the power dissipation in bipolar devices will be much less than 
for majority carrier devices such as MOSFETs or JFETs carrying about the same current 
density. Second, the price of the reduced on-state losses is a large amount of stored 
charge, which will compromise the switching times, a subject to be examined in the next 
section. Third, the larger the breakdown voltage of the device, the larger the voltage drop 
Vd across the drift region will be since this voltage is proportional to the square of the 
length Wd , and this length must be larger for larger breakdown voltages. 

A natural question to ask at this point is how much lower are the on-state losses in 
a bipolar device compared with a majority-carrier device. One way to address the question 
is to estimate the current density that can flow in the drift region of both types of devices 
as a function of the breakdown voltage rating of the device and the maximum desired 
voltage drop Vd across the drift region. The drift region is chosen for comparison because 
in both types of devices, this is where most of the on-state losses will occur. The current 
density for a minority-carrier device can be developed by using Eq. 20-11 and expressing 
the drift region length Wd in terms of the breakdown voltage BVBD using Eq. 20-3. Using 
this with ~n + ~p = 900 cm2/V-s (the approximate value at excess-carrier densities of 
1017 cm -3) yields 

J(minority) = 1.4 x 106~ (20-18) 
BVBD 

In the drift region of a majority-carrier device, the current density J(majority) can be 
written as 

J( 
. .) q~nNdVd 

maJonty = Wd (20-19) 

where the drift region is assumed to be n-type in order to take advantage of the higher 
mobility of electrons. Using Eq. 20-2 to express Nd in terms of BVBD and Eq. 20-3 to 
express Wd in terms of BVBD and setting ~n = 1500 cm2/V-s, the value of ~n in silicon 
at doping densities of 1014 cm -3, yield 

6 Vd 
J(majority) = 3.1 x 10 BV~D (20-20) 

These equations clearly show that as breakdown voltages increase, bipolar devices and 
majority-carrier devices suffer reductions in their current-carrying capabilities. However, 
the reduction in bipolar devices is less severe compared to majority-carrier devices, and 
hence bipolar devices are generally the device of choice at larger blocking voltages 
(several hundred volts and larger). 
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20-5 SWITCHING CHARACTERISTICS 

20-5-1 OBSERVED SWITCHING WAVEFORMS 

A power diode requires a finite time to switch from the blocking state (reverse bias) to 
the on state (forward bias) and vice versa_ The user must be concerned not only with the 
time required for the transitions but also with how the diode current and voltage vary 
during the transitions. Both the transition times and the shapes of the wavefonns are 
affected by the intrinsic properties of the diode and by the circuit in which the diode is 
embedded. 

The switching properties of a diode are often given on specification sheets for diode 
currents with a specified time rate of change, dildt, as is shown in Fig. 20-9. The reason 
for this selection is that power diodes are very often used in circuits containing induc­
tances that control the rate of change of the current, or the diodes are used as free­
wheeling diodes where the tum-off of a solid-state device controls dUdt. The resulting 
diode voltage and current versus time are shown in Fig. 20-9. The features of particular 
interest in these wavefonns are the voltage overshoot during tum-on and the sharpness of 
the fall of the reverse current during the tum-off phase. The overshoot of the voltage 
during tum-on is not observed with signal-level diodes. 

i(t) 0 --+-----+----L----+----~7T;'7'7':~b7777777777.!3._....__--

~~ o---~~----~r_--~r_~----------------~~--._----_r--. 

Figure 20-9 V oltage and current wavefonns for 8 power diode driven by currents with a 
specified rate of rise during turn-on and a specified rate of fall during turn-off. 
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20-5-2 TURN-ON TRANSIENT 

The tum-on portion of the diode wavefonns in Fig. 20-9 is encompassed by the times 
labeled 1\ and 12 , During these intervals two physical processes occur in sequence. First 
the space charge stored in the depletion region (located mainly in the drift region) because 
of the large reverse-bias voltage is removed (discharged) by the growth of the forward 
current. When the depletion layer is discharged to its thennal equilibrium level, the 
metallurgical junction becomes forward biased and the injection of excess carriers across 
the junction into the drift region commences at time 1\, thus marking the start of the 
second phase and the end of the first. During the second phase, the excess-carrier distri­
bution in the drift region grows toward the steady-state value that can be supported by the 
forward diode current IF' The approximate growth of the excess-carrier distribution in 
time is diagrammed in Fig. 20-10. Note that excess carriers are injected into the drift 
region from both ends with holes being injected from the p + n - junction and electrons 
from the n+n- junction. 

A simple interpretation of this sequence of events would lead one to expect that the 
diode voltage would rise smoothly and monotonically from its initial large negative value 
to a steady-state forward-bias value of about 1.0 V. Only one distinct time interval would 
be observed, which would be the discharge of the space charge layer, which is analogous 
to the discharge of a capacitance. Indeed, the depletion layer under reverse-bias condi­
tions is often modeled as a capacitor (space charge capacitance) whose value (per square 
centimeter using a parallel plate capacitor fonnalism) is given by 

(20-21) 

where the depletion layer with width W(V) is given by Eq. 19-6. The interval duration 
should scale with IF and inversely with dildl. 

~------------------~. % 

log (c5n) log (c5n) 

Figure 20-10 Growth of excess-carrier distribution during the turn-on 
of a power pn-junction diode. Note that the carriers are injected into 
the drift region from both ends. 
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However, this interpretation does not account for the voltage overshoot shown in the 
waveform in Fig. 20-9. The shortcoming of the interpretation is that it fails to consider the 
effect of the ohmic resistance of the drift region and the inductance of the silicon wafer 
and of the bonding wires attached to it. As the forward current grows in time, there is an 
increasingly large voltage drop across the drift region, since there is no conductivity 
modulation of the region until the space charge layer is discharged to its thermal equi­
librium value. The inductance also adds a significant voltage drop if large values of dildt 
are applied. The combined effect of these two factors is an overshoot that can be as large 
as several tens of volts, which is large enough to seriously affect the operation of some 
power electronic circuits. 

The growth of the diode voltage slows and eventually turns over as the drift region 
becomes shorted out by the large amount of carrier injection into it. In addition, the 
inductive contribution ends when the diode current stabilizes at IF. The interval during 
which the voltage falls from the peak overshoot value to the steady-state forward value 
marks the completion of the transient growth of the excess charge distribution in the drift 
region. 

The duration of the space charge layer discharge and the growth of the excess-carrier 
distribution in the drift region is governed by both the intrinsic properties of the diode and 
the external circuit in which the diode is embedded. A large value of dildt will minimize 
the time needed to discharge the space charge layer. However, a large value of IF and of 
carrier lifetime in the drift region will lengthen the time needed for the excess-carrier 
portion of the transient to be completed. Typical values for these switching times in 
high-voltage diodes are in the hundreds of nanoseconds for t1 and in the microsecond 
range for t2 . Devices with faster tum-on times are available, but their improVed perfor­
mance in this respect is achieved only by reducing the lifetime, as was explained previ­
ously. Thus, there is an inherent trade-off between shorter tum-on transients and higher 
on-state losses. 

20-5-3 TURN-OFF TRANSIENT 

The tum-off portion of the switching waveform is encompassed by the times labeled t3 , 

t4 , and ts and is essentially the inverse of the tum-on process. First the excess carriers 
stored in the drift region must be removed before the metallurgical junctions can become 
reverse biased. The decay of the excess-carrier distribution is illustrated in Fig. 20-11. 
Once the carriers are removed by the combined action of recombination and sweep­
out by negative diode currents, the depletion layer acquires a substantial amount of space 
charge from the reverse-bias voltage and expands into the drift region from both ends 
(junctions). 

As long as there are excess carriers at the ends of the drift region, the p + n - and n + n -
junctions must be forward biased. Thus, the diode voltage will be little changed from 
its on-state value except for a small decrease due to ohmic drops caused by the reverse 
current. But after the current goes negative and carrier sweepout has proceeded for a 
sufficient time (t4 ) to reduce the excess-carrier density at one or both of the junctions to 
zero, the junction or junctions become reverse biased. At this point the diode voltage 
goes negative and rapidly acquires substantial negative values as the depletion regions 
from the two junctions expand into the drift region toward each other. At this time the 
negative diode current demanded by the stray inductance of the external circuit can­
not be supported by the excess-carrier distribution because too few carriers remain. The 
diode current ceases its growth in the negative direction and quickly falls, becoming zero 
after a time ts. The reverse current has its maximum reverse value, Irr' at the end of the 
t4 interval. 
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n 

Figure 20-11 Decay of the excess-carrier distributions during 
turn-off of a power pn-junction diode. Note that the excess carriers 
decay to zero at the pn junction while substantial number of excess 
carriers remain in the central part of the drift region. 

20-5-4 REVERSE RECOVERY 

The time interval trr = t4 + t5 shown in Fig. 20-9 is often tenned the reverse-recovery 
time. Its characteristics are important in almost all power electronic circuits where diodes 
are used. Diode specification sheets often give detailed plots of trf' reverse-recovery 
charge Qrr> and "snappiness" factor S (all defined in Fig. 20-9) as functions of the time 
rate of change of the reverse current, diRldt. These quantities are all interrelated to each 
other and to other diode parameters such as breakdown voltage and on-state voltage drop 
across the drift region. 

A useful quantitative description of these relationships can be obtained from the 
following considerations. From Fig. 20-9, we note that Irr can be written as 

diR diR trr 
Irr = d/4 = dt S + 1 

since t4 = trr - t5 = tr/(S + 1). From Fig. 20-9, Qrr = ~/rlrr so that 

diR t;r 
Qrr = dt 2(S + 1) 

Solving Eq. 20-23 for the reverse-recovery time yields 

trr = 

Using Eq. 20-24 in Eq. 20-22 yields 

2 QrMiRldt) 

S + 1 

(20-22) 

(20-23) 

(20-24) 

(20-25) 

The charge Qrr represents the portion of the total charge QF (the charge stored in the 
diode during forward bias), which is swept out by the reverse current and not lost to 
internal recombination. Most of QF is stored in the drift region (especially in higher 
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voltage diodes) and is given by QF = 'TIF (see Eq. 19-17 and 20-12). Since Qrr must be 
less than QF (because of internal recombination in the diode), Eqs. 20-24 and 20-25 can 
be rewritten as 

(20-26) 

(20-27) 

In these last two equations we have made use of the observation that S < in most 
diodes. 

It was explained earlier that the diffusion length L = ~ must be at least as large 
as the drift region length Wd to have small voltage drops across the drift region. This 
yields an expression for the lifetime using Eq. 19-9, which is 

W~ 
'T = ---:--=----:-

(kTlq) {f.Ln + f.Lp} 
(20-28) 

In this equation, the width of the drift region Wd must be at least as large as the depletion 
layer width at the diode breakdown voltage (because the drift region must contain the 
depletion layer). Setting Wd equal to W(BVBO) using Eq. 20-3 and the result in Eq. 20-28 
along with f.Ln + f.Lp = 900 cm21V-s yields 

(20-29) 

Insertion of this expression for the carrier lifetime into Eqs. 20-26 and 20-27 gives 

-6 ~ 
trr = 2.8 x 10 BVB0"Vdi;!dt (20-30) 

Irr = 2.8 X 1O-6BVBO VIFdiRldt (20-31) 

In Eqs. 20-29 to 20-31 the times are in seconds, the currents in amperes, the voltages in 
volts, and the time derivative of current in amperes per second. 

These last three equations are approximate estimates in several respects. First, they 
are based only on an approximate analysis of one type of diode, the abrupt junction. 
Second, it is assumed that the drift region width is the minimum allowable width given 
by Eq. 20-3. A larger value of Wd will make the estimates larger by the same amount. 
Third, they are based on the approximation that Qrr = QF' a result that is most accurate 
for large values of diRldt (short values of trr), which minimizes the excess carriers lost to 
recombination in the diode. Thus, numerical estimates made with these equations may not 
be precise, but they do indicate the general trends. Most important, they summarize the 
trade-offs that must be made in the design of high-voltage pn-junction diodes between low 
on-state losses (small Vd ), faster switching times (small carrier lifetime 'T and short values 
of trr ), and larger breakdown voltages BVBO. 

20-6 SCHOITKY DIODES 

20-6-1 STRUCTURE AND /- l' CHARACTERISTICS 

A Schottky diode is formed by placing a thin film of metal in direct contact with a 
semiconductor. The metal film is usually deposited on an n-type semiconductor as is 
shown in Fig. 20-12, although appropriate metal films on p-type material could also be 



540 CHAPTER 20 POWER DIODES 

Anode Aluminum contact­
rectifying 

'--~l-:-------:) '-~ G:' 
' ___ / -\ ring 

Depletian layer Depletion layer 
ooundary with boundary 

Huard rings without guard 
n rings 

Aluminum contact-ohmic 
Cathode 

Figure 20-12 Cross-sectional view of a Schottky diode. A 
guard ring structure is also shown for improving the 
breakdown voltage capability of the diode. 

used. In Fig. 20-12 the metal film is the positive electrode and the semiconductor is the 
cathode. 

Such a structure has a rectifying i-v characteristic very similar to that of a pn­
junction diode. Although the fundamental physics of the Schottky diode is different than 
that of the pn junction, the i-v characteristic of the Schottky diode can be expressed by 
the same equation as for the pn junction. Thus, the basic Schottky diode i-v curve is 

I = Is[eqVlkT - 1] (20-32) 

However, the on-state voltage is significantly lower, typically 0.3-0.4 V, than that of a 
silicon diode. Thus, the Schottky diode may be preferable for use in some power appli­
cations such as those discussed in Chapter 10. In the reverse direction, the Schottky diode 
has a reverse leakage current that is larger than that of a comparable silicon pn-junction 
diode. The breakdown voltage of a Schottky diode at present cannot be made reliably 
larger than 100-200 V. 

20-6-2 PRINCIPLE OF OPERATION 

The key to the operation of the Schottky diode is the fact that electrons in different 
materials have different absolute potential energies compared with electrons at rest in free 
space (the potential energies are lower in materials, indicating that the electrons are bound 
in the solid). Consider Fig. 20-12, where an n-type semiconductor is in contact with a 
metal whose electrons have a lower absolute potential energy than the electrons in the 
semiconductor. There is a flow of electrons in both directions across the metal- semi­
conductor interface when contact is first made. However, the flux of electrons from the 
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semiconductor into the metal will be much larger because of the higher absolute potential 
energy of the electrons in the semiconductor. As a consequence, the metal will become 
negatively charged and the semiconductor will acquire a positive charge by forming a 
depletion region adjacent to the interface. The overall picture is quite similar to that shown 
in Figs. 19-8 and 19-9 except that the metal replaces the p-type side and the negative space 
charge comes from free electrons. The electrostatic potential barrier that accompanies the 
space charge region will grow in magnitude and oppose the continued flow of electrons 
from the semiconductor into the metal. 

Eventually the potential barrier gets large enough so that the flux of electrons from the 
semiconductor into the metal is just equal to the flux from the metal to the semiconductor. 
At this point thennal equilibrium is established and there is no net current flow across the 
interface. Note that in establishing this equilibrium, no minority carriers, holes in this 
situation, were involved. Only majority carriers, electrons in this example, took part. This 
is the key difference between a Schottky diode and a pn-junction diode. For this reason. 
Schottky diodes are tenned majority-carrier devices and pn junctions are labeled minority­
carrier devices or bipolar devices, since they use both electrons and holes in their basic 
operation. 

When a voltage is applied to the structure of Fig. 20-12 that biases the metal positive 
with respect to the semiconductor, it opposes the built-in potential and makes it easier for 
current to flow. Biasing the metal negative with respect to the semiconductor increases the 
potential barrier to majority-carrier current flow. Thus, the metal-semiconductor inter­
face has rectifying characteristics similar to those of a pn junction. The major difference 
is that at any given forward current, the voltage across the Schottky diode is smaller than 
that across a pn junction. The difference amounts to roughly 0.3 V. The reason for the 
smaller voltage drop across the Schottky diode is that the reverse saturation current of a 
Schottky diode is significantly larger than that of a pn-junction diode of the same cross­
sectional area. The details of why the Schottky diode reverse current is larger is beyond 
the scope of this discussion. Suffice it to say that the lower forward voltage of the 
Schottky means that it is less lossy than a conducting pn-junction diode. 

20-6-3 OHMIC CONTACTS 

The metal-semiconductor structure can fonn ohmic contacts (e.g., the cathode contact in 
Fig. 20-12) to semiconductor materials of all types. Such ohmic contacts are used in all 
types of semiconductor power devices. By an ohmic contact, we mean a contact that has 
no rectifying characteristics. The slope of the i-v characteristic of the contact is extremely 
steep (low resistance) and the same regardless of the voltage and current polarity. 

The possibility of ohmic contacts utilizing a Schottky geometry arises because not all 
metals have electrons with lower absolute potential energies than electrons in a semicon­
ductor. If such a metal is brought into contact with a semiconductor, an electric field and 
hence a potential barrier is set up across the interface that opposes the movement of 
electrons from the metal to the semiconductor. The source of the barrier is the accumu­
lation of electrons in the semiconductor in the vicinity of the interface. This accumulation 
is extremely large and greatly increases the conductivity of the interface. The enhance­
ment of the conductivity is so great that it obscures the nonlinearities (rectification) of the 
junction and makes the voltage drop across the interface proportional to the current 
through it. Naturally such a junction is termed an ohmic contact. 

Even the cathode structure of Fig. 20-12 can be made into an ohmic contact if the 
doping in the n region is made very heavy. In this circumstance the depletion region that 
is set up is extremely narrow (examine Eqs. 20-2 and 20-3) and the electric field that is 
set up is very large, approaching impact ionization values. Under these circumstances, 
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electrons move very easily across the interface under the influence of small applied 
voltages. The mechanism that leads to this is tunneling, a quantum-mechanical effect that 
is beyond the scope of this discussion. This is why the cathode end of the Schottky diode 
in Fig. 20-12 is an ohmic contact and not a rectifying contact. 

20-6-4 BREAKDOWN VOLTAGE 

The same factors that determine the breakdown voltage of a pn-junction diode also govern 
the breakdown voltage of a Schottky diode. In modeling the reverse-bias behavior of a 
Schottky diode including space charge capacitance and breakdown voltage, the Schottky 
is often modeled as a one-sided step junction, that is, ap+ -n-n+ with the middle n-type 
region being a drift region whose width is determined by breakdown voltage consider­
ations. However, the breakdown voltage of the Schottky diode cannot be reliably made 
larger than about 200 V. The reasons for this are threefold. First, the basic geometry of 
a Schottky diode leads to depletion layers, which have an extremely small radius of 
curvature at the edges of the contact metal, as illustrated in Fig. 20-12. This leads to 
electric field crowding and low breakdown voltages, as explained earlier in this chapter. 
The use of field plates can alleviate this problem to some degree. 

Another contributing factor is the lower breakdown field strength of the silicon at the 
surface, some of which are process related and others more fundamental in nature, all of 
which lower the breakdown electric field strength. Since the geometry of the Schottky 
diode places the depletion layer (where large electric fields occur) right at the silicon 
surface, the reduced breakdown voltages compared to pn-junction diodes are not surpris­
ing. Improvements in device processing and fabrication have reduced the surface imper­
fections and contaminants, which in tum have led to improvements in the breakdown 
voltage to the present-day levels. 

A third contribution to the smaller breakdown voltages in Schottky diodes is the lack 
of any stored minority carriers that can short out the ohmic resistance of the drift regie. 
that must support the depletion region in reverse bias. This basic trade-off was discussed 
in Section 20-4-2 in conjunction with on-state losses, but it bears repeating here because 
keeping on-state losses in a Schottky diode within set limits means using doping densities 
much larger than say 1014 cm- 3 and so the achievable breakdown voltage is circw. 
scribed. In comparison, the on-state losses and breakdown voltage of apn-junction diode 
can be designed much more independently of each other. 

20-6-5 SWITCHING CHARACTERISTICS 

A Schottky diode turns on and off faster than a comparable pn-junction diode. The basic 
reason is that Schottky diodes are majority-carrier devices and have no stored minority 
carriers that must be injected into the device during tum-on and pulled out during turn-otl. 

The lack of any significant stored charge changes the shape of observed switchio& 
waveforms in important ways. During tum-off, there will be no reverse current associated 
with removal of stored charge. However, reverse current, associated with the growth of 
the depletion layer charge in reverse bias, will flow. This current may be comparable to 
the reverse current observed during switching of a pn junction because the space charF 
capacitance of a Schottky diode is larger (by as much as a factor of 5) than in a comparable 
pn junction. The reason is that the depletion layer in a Schottky diode is thinner than d.­
of a pn junction because of the heavier doping used in the n region of the Schottky to keep 
the ohmic losses under control. 

Schottky diodes have much less voltage overshoot during device tum-on than 00.. 

parable pn-junction diodes. The basic reason is that the ohmic resistance of the dnA 
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regions in a Schottky diode must be made much Jess than that of a pn-junction diode in 
order to carry the same forward current because there is no excess-carrier injection to short 
out high-resistivity drift regions. Some voltage overshoot associated with parasitic induc­
tance will be observed if dildt is large. 

SUMMARY 

This chapter has explored the characteristics of pn-junction diodes intended for power 
applications. The characteristics of power Schottky diodes were also briefly discussed. 
The important points are as follows: 

I. Power diodes are constructed with a vertically oriented structure that includes a n­
drift region to support large blocking voltages. 

2. The breakdown voltage is approximately inversely proportional to the doping density 
of the drift region, and the required minimum length of the drift region scales with 
the desired breakdown voltage. 

3. Achievement of large breakdown voltages requires special depletion layer boundary­
shaping techniques. 

4. Conductivity modulation of the drift region in the on state keeps the losses in the 
diode to manageable levels even for large on-state currents. 

5. Low on-state losses require long carrier lifetimes in the diode drift region. 

6. Minority-carrier devices have lower on-state losses than majority-carrier devices such 
as MOSFETs at high blocking voltage ratings. 

7. During the turn-on transient the forward voltage in a diode may have a substantial 
overshoot, on the order of tens of volts. 

8. Short tum-off times require short carrier lifetimes, so a trade-off between switching 
times and on-state losses must be made by the device designer. 

9. During tum-off, fast reverse recovery may lead to large voltage spikes because of 
stray inductance. 

10. The problems with the reverse-recovery transient are most severe in diodes with large 
blocking voltage ratings. 

11. Schottky diodes turn on and off faster than pn-junction diodes and have no substantial 
reverse-recovery transient. 

12. Schottky diodes have lower on-state losses thanpn-junction diodes but also have low 
breakdown voltage ratings, rarely exceeding 100 V. 

PROBLEMS 

20-1 The silicon diode shown in Fig. 20-1 is to have a breakdown voltage of 2500 V. Estimate what the 
doping density of the drift region should be and what the minimum width of the drift region should 
be. The diode is a non-punch-through device. 

20-2 A silicon diode similar to that shown in Fig. 20-1 has a drift region doping density of 5 X 1013 em- 3 

donors and a drift region width of 50 !Lm. What is the breakdown voltage? 

20-3 The diode in Problem 20-2 has a cross-sectional area of 2 cm2 and carrier lifetime TO of 2 J.LS. 
Approximately sketch and dimension the on-state voltage including the junction drop versus for­
ward current. Consider currents as large as 3000 A. 
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20-4 The diode of Problem 20-3 is forward biased by 1000 A current that rises at the rate of 250 A I ~s. 

(a) Assuming that no carrier injection takes place until the current reaches its steady-state value, 
sketch and dimension the forward voltage for 0 < t < 4 IJ.S. 

(b) Now assume that carrier injection commences at t = 0 and that this causes the drift region to 
drop linearly in time from its ohmic value at t = 0 to its on-state value at t = 4 IJ.S. Sketch and 
dimension the forward voltage for 0 < I < 4 IJ.S. 

20-5 A silicon diode with a breakdown voltage of 2000 V that is conducting a forward current of 2000 
A is turned off with a constant diJdt = 250 AljlS. Roughly estimate the time required for the diode 
to tum off. 

20-6 A Schottky diode having the p + -n-n + structure shown in Fig. 20-12 is to be designed to have a 
breakdown voltage of 150 V. What should be the donor doping density in the drift region and what 
should be the length of the drift region? (Hint: Recall that a Schottky diode can be modeled as a 
one-sided step junction.) 

20-7 Consider a Schottky diode that has an n-type drift region with a donor doping density of lOIS cm- 3 

and a drift region length of 20 ~m. The diode is to carry 100 A of current in the on state with a 
maximum drift region voltage drop of 2 V. What should the cross-sectional area of the diode be? 

20-8 A punch-through geometry is to be used for a power pn-junction diode. The breakdown voltage is 
to 300 V and the drift region length is to be 20 ~m. What should the doping level be in the n-type 
drift region? You may assume that the pn junction is a p+n- junction (Le., a one-sided step 
junction). 

20-9 Does a punch-through diode of a specified breakdown voltage BV BO have a larger or smaller value 
of drift region ohmic resistance than a non-punch-through diode having the same breakdown voltage 
and cross-sectional area? Answer the question quantitatively by assuming one-sided step junction 
doping profiles for the diodes. This question is of particular importance in minimizing the on-state 
power losses in majority-carrier devices such as Schottky diodes. [Hint: The n-type drift region 
resistance per unit area RIA = Wdlq~,.Nd' where Wd is the drift region length. For a non-punch­
through diode use Eqs. 20-1 and 20-3 for W(BVBO)' the space charge width at breakdown, and Nd 
and assume Wd = W(BVBO). For a punch-through diode use Eq. 20-9 to find Wd, which then gives 
Wd(Nd) for a fixed BVBO• Use Wd(Nd) in the expression for resistance and find the Nd value that 
minimizes the resistance.] 

20- lOA pn-junction diode (step junction) and a Schottky diode are to both have a breakdown voltage of 
150 V and a drift region voltage drop of 2 V when carrying a rated current of 300 A. What is the 
zero-bias space charge capacitance Cjo of each diode? Assume a contact potential of 0.7 V for each 
diode and an excess-carrier lifetime of 100 ns in the pn-junction diode drift region. 

20-11 The breakdown voltage of a cylindrical abrupt junction (with N" > N d) is given by 

BVcyl = BVpp{2 p2(l + p-I)ln[1 + p-I] - 2 p} 

where BV cyl = cylindrical junction breakdown voltage 

. . EEB02 
BVpp = plane parallel JunctIon breakdown voltage = 2qN

d 

R 
P = 2W ; R = radius of cylindrical p-type region ,. 

Wn = EE
BO = depletion layer thickness (at breakdown) of plane parallel abrupt junction having 

qNd same doping levels as cylindrical junction. 

BVcyl 
Plot BV versus p for 0.2 < P < 10. 

pp 

20-12 How large must R be if BVpp = 1000 V and BVcyl is to be 950 V? 
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CHAPTER 21 

BIPOLAR JUNCTION 
TRANSISTORS 

21-1 INTRODUCTION 

The need for a large blocking voltage in the off state and a high current-carrying capability 
in the on state means that a power bipolar junction transistor (BIT) must have a substan­
tially different structure than its logic-level counterpart. The modified structure leads to 
significant differences in the i-v characteristics and switching behavior between the two 
types of devices. In this chapter these and other topics will be explored for both power 
BITs and monolithic Darlington-connected devices. 

21-2 VERTICAL POWER TRANSISTOR STRUCTURES 

546 

A power transistor has a vertically oriented four-layer structure of alternating p-type and 
n-type doping such as the npn transistor shown in Fig. 21-1. The transistor has three 
terminals, as is indicated in the figure, and they are respectively labeled collector, base, 
and emitter. In most power applications, the base is the input terminal, the collector is the 
output terminal, and the emitter is common between input and output (the so-called 
common emitter configuration). The circuit symbol for the BIT is shown in the same 
figure. A pnp transistor, whose circuit symbol is also shown in Fig. 21-1, would have the 
opposite type of doping in each of the layers shown in the figure. npn transistors are much 
more widely used than pnp transistors as power switches. 

The vertical structure is preferred for power transistors because it maximizes the 
cross-sectional area through which the current in the device is flowing. This minimizes the 
on-state resistance and thus the power dissipation in the transistor. In addition, having a 
large cross-sectional area minimizes the thermal resistance of the transistor, thus also 
helping to keep power dissipation problems under control. 

The doping levels in each of the layers and the thickness of the layers have a 
significant effect on the characteristics of the device. The doping in the emitter layer is 
quite large (typically 1019 cm-3

), whereas the base doping is moderate (1016 cm-3
). The 

n- region that forms the collector half of the C-B (collector-base) junction is usually 
termed the collector drift region and has a light (1014 cm-3

) doping level. The n+ region 
that terminates the drift region has a doping level similar to that found in the emitter. This 
region serves as the collector contact to the outside world. The thickness of the drift region 
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Figure 21-1 Vertical cross section of a typical npn power BIT. The 
circuit symbol for the transistor is also shown. 

detennines the breakdown voltage of the transistor and thus can range from tens to 
hundreds of micrometers in extent. The base thickness is made as small as possible in 
order to have good amplification capabilities, as will be explained in later sections. 
However, if the base thickness is too small, the breakdown voltage capability of the 
transistor is compromised, as will be explained. Thus, base thicknesses in power devices 
are a compromise between these two competing considerations and are typically several 
micrometers to a few tens of micrometers in thickness, compared with the small fraction 
of a micrometer in thickness for logic-level transistors. 

Practical power transistors have their emitters and bases interleaved as narrow fin­
gers, as is shown in Fig. 21-2. The purpose of this arrangement is principally to reduce 
the effects of current crowding, a phenomenon that can lead to second breakdown and 
possible device failure. These topics will be considered later in this chapter. This mul­
tiple-emitter layout also reduces the parasitic ohmic resistance in the base current path, 
which helps to reduce power dissipation in the transistor. 

The relatively thick base found in power transistor structures causes the current gain, 
13 = Ie liB , to be rather small, typically 5- 10. This is undesirably small for some appli­
cations and, hence, monolithic designs for Darlington-connected BIT pairs shown in Fig. 
21-3 have been developed. The current gain of a Darlington pair is given by 

13 = I3Ml3v + 13M + I3v (21-1) 

so that even though each individual transistor has a small beta, the effective beta of the 
pair can still be quite large. The vertical cross section of a monolithic Darlington is shown 
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Figure 21-2 Vertical cross section of a multiple-emitter npn transistor. 
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Figure 21-3 Power transistors in a 
Darlington configuration in order to 
obtain a larger effective current gain 
beta. The discrete diodes are added 
to aid turn-off (D1) and for full­
bridge applications (D2)' 

in Fig. 21-4. A discrete diode D\ is added, as shown in Fig. 21-3, to speed up the turn-off 
time of the main transistor, as will be explained shortly. The discrete diode D2• also 
shown in Fig. 21-3, is added for half- and full-bridge circuit applications. 

21-3 /- V CHARACTERISTICS 

The output characteristics (ic versus vCE) of a typical npn power transistor are shown in 
Fig. 21-5. The various curves are distinguished from each other by the value of the base 
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Figure 21-4 Vertical cross section of Ii pair of monolithic Darlington­
connected bipolar transistors. The silicon dioxide protrusion through the 
upper p-Iayer (the base region of both transistors) electrically isolates the 
two bases from each other. 
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Figure 21-5 Current-voltage characteristics of an npn power BIT 
showing second breakdown and quasi-saturation. 
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current. The characteristics of monolithic Darlingtons are quite similar to those shown in 
the figure. Several features of the characteristics should be noted. First, there is a max­
imum collector-emitter voltage that can be sustained across the transistor when it is 
carrying substantial collector current. This voltage is usually labeled BV sus. In the limit 
of zero base current, the maximum voltage between collector and emitter that can be 
sustained increases somewhat to a value labeled BV CEO' the collector-emitter breakdown 
voltage when the base is open circuited. This latter voltage is often used as the measure 
of the transistor's voltage standoff capability because usually the only time the transistor 
will see large voltages is when the base current is zero and the BIT is in cutoff. The 
voltage BV CBO is the collector- base breakdown voltage when the emitter is open cir­
cuited. The fact that this voltage is larger than BV CEO is used to advantage in so-called 
open-emitter transistor tum-off circuits. 

The region labeled primary breakdown is due to conventional avalanche breakdown 
of the C-B junction and the attendant large flow of current. This region of the charac­
teristics is to be avoided because of the large power dissipation that clearly accompanies 
such breakdown. The region labeled second breakdown must also be avoided because 
large power dissipation also accompanies it, particularly at localized sites within the 
semiconductor. The origin of second breakdown is different from that of avalanche 
breakdown and will be considered in detail later in this chapter. Bipolar junction transistor 
failure is often associated with second breakdown. 

The major observable difference between the i-v characteristics of a power transistor 
and those of a logic-level transistor is the region labeled quasi-saturation on the power 
transistor characteristics of Fig. 21-5. As we will explain in detail in later sections of this 
chapter, quasi-saturation is a consequence of the lightly doped collector drift region found 
in the power transistor. Logic-level transistors do not have this drift region and so do not 
exhibit quasi-saturation. Otherwise all of the major features of the power transistor char­
acteristic are also found on those of logic-level devices. 

21-4 PHYSICS OF BJT OPERATION 

21-4-1 BASIC GAIN MECHANISM AND BETA 

An understanding of how the BIT provides current (power) amplification is most easily 
obtained by considering the simplified one-dimensional transistor structure shown in Fig. 
21-6a. In this model, which is essentially the structure of a logic-level transistor, there is 
no lightly doped collector drift region. It is further assumed that the transistor is in the 
active region. In the active mode of BIT operation, the drift region does not playa major 
role, and retaining it would needlessly complicate the discussion. The effect of the drift 
region will be considered in detail when breakdown voltage, on-state losses, and switch­
ing times are considered since the presence of the drift region has a significant effect on 
these items but not on the active mode of operation. 

In the active region, the B-E (base-emitter) junction is forward biased and the C-8 
junction is reverse biased. Electrons are injected into the base from the emitter and holes 
are injected from the base into the emitter. This produces the minority-carrier distributions 
shown in Fig. 21-6b. These distributions have large density gradients, especially in the 
base region, which support significant diffusion currents. In fact, the total current flowing 
across the B-E junction will be almost entirely diffusion current, the same as for the 
pn-junction diode described in Chapter 19. Unlike the forward-biased pn-junction diode 
of Chapter 19, the base current entering the p-type side of the B - E junction from the B - E 
junction bias source will not equal the current (emitter current) that leaves the n-type side. 
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Figure 21-6 (a) Simplified model of a BIT. (b) Stored charge distribution that 
exists in the BIT biased in the normal active region. The internal current 
components that flow in the active region are also shown on the model. 

The currents will be unequal because the transistor structure provides an alternative 
besides the base tenninal for electrons injected into the base from the emitter to exit the 
region. 

Electrons injected into the base from the emitter are most likely to exit the base via 
the collector rather than the base terminal for three reasons. First, the thickness of the base 
region is made quite small compared with the electron diffusion length Lnb = (DnbTnb)1I2 

in the base so they are unlikely to recombine there. Second, the area of the collector is 
made much larger than that of the emitter or the base contact, as is shown in Fig. 21-1, 
so that the electrons diffusing away from the emitter are much more likely to encounter 
the collector than anything else because of the short distance between emitter and col­
lector. Third, the density of electrons at the C-B junction is essentially zero, as is shown 
in Fig. 21-6b, because the high electric fields in the reverse-biased C-B junction sweep 
all the diffusing electrons at the edge of the space charge region across the junction and 
into the collector region. The large density of injected electrons at the B-E junction and 
essentially zero excess electrons at the collector side of the base means that a very large 
gradient of electrons exist in the base, as shown in Fig. 21-6b. This density gradient 
carries most of the injected electrons and very few of them exit the base region via the 
base lead. 

This means that the base current will be much less than the emitter current, and the 
collector current will almost equal the emitter current. A small base current causes the 
flow of a much larger current between the collector and emitter, and thus a substantial 
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amount of gain is obtained between the input base current and the output collector current. 
This is the basic gain mechanism of the BIT. The gain is quantitatively characterized by 
the ratio of the collector current ie to the base current iB (beta or ~ of the transistor). 

The features of the transistor structure that lead to large values of beta can be more 
clearly understood by considering the currents that flow internally in the transistor. These 
currents can be conveniently divided into the four components shown in Fig. 21-6a. The 
current Ipe is the diffusion current that originates from holes injected from the base into 
the emitter to sustain the hole distribution in the emitter. Similarly, I ne is the diffusion 
current that originates from electron injection from the emitter into the base in order to 
support the electron distribution in the base. As is explained in the preceding paragraphs, 
these electrons then diffuse across the base, and those that survive recombination arrive 
at the C-B depletion layer. These excess electrons, along with a much smaller number 
that are thennally generated in the depletion layer, are swept across the depletion layer by 
the large electric fields into the collector layer. This flow of electrons is the Inc current. 
The current Ipc arises from holes that are thennaJly generated in the C-B depletion layer 
and then are swept into the base layer by the large electric fields in the depletion layer. It 
is much smaller than the other current components because the hole density in the C-B 
space charge layer is much less than the carrier densities in the other regions. Hence, Ipc 
will be neglected in all further discussions. 

The tenninal currents of the transistor, Ie and IB, can be expressed in tenns of these 
internal currents. The collector current is given by 

and the base current is given by 

IB = -Ie - IE = -Inc + Ine + Ipe 

Beta can be expressed in tenns of the internal currents as 

(21-2) 

(21-3) 

(21-4) 

In order for beta to be large, the numerators of the two tenns in Eq. 21-4 must be small 
compared with Inc. The Ipe tenn can be minimized by doping the emitter very heavily so 
that the stored hole distribution there is made small (see Eq. 19-23). The tenn Ine - life 
represents the difference between the electrons injected into the base at the B - E junctio.' 
and those swept across the C-B junction into the collector. This difference is caused by 
the recombination of some of the injected electrons in the base region, and it is minimized 
by having a large electron lifetime in the base region and by making the base thickness 
small (fractions of a micrometer in logic-level BITs) compared with the electron diffusion 
length (see Eq. 19-19). 

In summary, there are three prime requirements for large values of beta in a BIT. 
These are (1) heavy doping of the emitter, (2) long minority-carrier lifetimes in the base, 
and (3) short base thicknesses. These factors will conflict with other characteristics de­
sired for the transistor, and hence, a trade-off will be required between large gain and 
other parameters such as fast switching times. The consequence of these trade-offs is that 
the base thickness in a power transistor is larger than in a logic-level transistor and the beta 
of power transistors is typically 5-20. 

A feature of BJTs including power transistors not predicted by the foregoing discus­
sion is the fall-off of the current gain at collector current values larger than some value that 
is characteristic for a specific type of transistor. This fall-off, which is illustrated in Fig_ 
21-7, commences at currents of less than I A in logic-level transistors and at current levels 
of 100 A in some power devices. Several different mechanisms operative in the transistor 
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Figure 21-7 Variation in the BIT current gain fj and V (£(sa.) as a 
function of the dc collector current showing the fall-off of beta and 
increase in V<-'E(sa.) at large collector currents. 

simultaneously contribute to this fall-off in beta, of which two of the most significant are 
conductivity modulation in the base and emitter current crowding. Conductivity modu­
lation of the base is essentially the same as the conductivity modulation of the diode drift 
region discussed in the previous chapter. In the case of the BJT base layer, conductivity 
modulation occurs when the minority-carrier density in the base becomes comparable to 
the majority-carrier doping density. For example, in the BJT diagram of Fig. 21-1, 
high-level injection in the base would occur when the excess electron density reaches 
about 1016 cm-3. When the electron density gets this large, excess holes of the same 
density must also be injected into the base, and the only way for this to occur is for the 
base current to supply them. This represents an increase in the base current without a 
similar increase in the collector current and, hence, a fall in the value of beta. At the larger 
values of collector current, beta is approximately inversely proportional to the collector 
current. 

Emitter current crowding is another mechanism that causes a decrease in beta. Con­
sider the simplified BJT cross section shown in Fig. 21-8a, where both the base current 
and collector current flow paths are shown, assuming the BJT is in the active region. 
Because of the device geometry, there is a lateral ohmic voltage drop in the base region, 
as indicated in the figure, which is caused by the lateral flow of base current. This lateral 
ohmic voltage drop subtracts from the externally applied B-E voltage, and this means 
that the Voltage drop across the B-E junction is larger at the emitter periphery near the 
base contact than it is in the center of the emitter area. This in tum causes a larger current 
density to flow across the junction at the emitter edge near the base terminal compared 
with the current density in the center of the emitter area. The current crowding clearly will 
mean that the onset of high-level injection and the attendant reduction in beta will occur 
at lower total currents than if the current density were uniformly spread over the entire 
emitter area. As we mentioned earlier, modem power BITs have their emitters separated 
into many narrow rectangular areas, as is shown in Fig. 21-2, to minimize current 
crowding. 

21-4-2 QUASI-SATURATION 

To understand the phenomenon of quasi-saturation, the one-dimensional model of the BIT 
is now generalized to include a collector drift region, as is shown in Fig. 21-9. As in the 
previous section, it is assumed that the transistor is initially in the active region and now 
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Figure 21-8 (a) Illustration of emitter current crowding in forward bias and 
(b) reverse bias (turn-off transient) caused by lateral voltage drops induced by 
large base currents. 

the base current is allowed to increase. As the collector current rises in response to the 
base current, the C-E voltage drops because of the increased voltage drop across the 
collector load. However, there is a simultaneous increase in the voltage drop in the drift 
region as a result of its ohmic resistance because of the increase in ie . This means that the 
reverse bias across the actual C-B junction, the n-p junction, is getting smaller and II 
some point the junction will become forward biased. 

When this occurs, injection of holes from the base into the collector drift reg"­
commences. At the same time, space charge neutrality requires that electrons also be 
injected into the drift region in about the same numbers as the holes. These elecm.. 
are conveniently obtained from the very large number of electrons being supplied to the 
C- B junction via injection from the emitter and subsequent diffusion across the base. As 
this excess carrier build-up in the drift region beings to occur, the quasi-saturation reg"­
of the i-v characteristic is entered. If the ohmic resistance of the drift region is Rd , tbca, 
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Figure 21-9 Stored charge distribution in the base and collector drift regions 
of a power BIT: (a) power transistor cross section; (b) active; (c) 
quasi-saturation; (d) hard saturation (Ql is the amount of stored charge that 
puts the BJT at the edge of hard saturation and Q2 drives the transistor deeper 
into hard saturation). 

the boundary between the quasi-saturation region and the active region in Fig. 21-5 is 
given by 

• VCE 
IC =­

Rd 
(21-5) 

In quasi-saturation, double injection is occurring in the drift region in a manner 
similar to that in the drift region of the forward-biased power diode. However. the stored 
charge accumulates in the drift region from only one side of the drift region, the C-B 
junction side (or pn- side), as is diagrammed in Fig. 21-9. In the transistor, electron 
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injection across the n - n + junction is much less noticeable because there is a much more 
plentiful supply of electrons at the pn- junction (due to electrons injected from the 
emitter, as discussed in the previous paragraph) compared to the situation in the pn­
junction diode where there is no such supply of electrons. As the injected carriers in­
crease, the drift region is gradually shorted out and the voltage across the drift region 
drops even though the collector current is large. It is also apparent from Fig. 21-9c that 
as the hole injection from the base across the C-B junction commences, the thickness of 
the effective or virtual base is increasing. This means that the effective value of beta 
decreases and, hence, the collector current magnitude that a given base current can 
support must also decrease, as diagrammed in the i-v characteristics of Fig. 21-5. In 
quasi-saturation, the drift region is not completely shorted out by high-level injection; 
hence, the power dissipation in the BJT is larger than when hard saturation is entered. 

Hard saturation is obtained when the excess-carrier density reaches the other side (n + 

side) of the drift region, as is diagrammed in Fig. 21-9d. This requires a minimum amount 
of stored charge Q\, which is indicated on the figure. In this situation, the effective base 
thickness is approximately the sum of the normal base thickness plus the length of the drift 
region. Any additional stored charge, such as Qz, illustrated also on Fig. 21-9d, will drive 
the transistor deeper into hard saturation. The voltage drop across the drift region is small, 
roughly given by Eq. 20-16, and the on-state power dissipation is minimized compared to 
quasi -saturation. 

21-5 SWITCHING CHARACTERISTICS 

21-5-1 BJT TURN-ON 

From the basic description of how the transistor works given in the previous section, we 
know that to switch the transistor from the off state to the on state, charge must be 
supplied to the transistor so that stored charge distributions similar to those shown in Fig. 
21-9 are established and maintained in the transistor. The characteristics of the transistor 
and of the external circuit in which the device is embedded interact to determine just how 
fast the stored charge can be injected and, thus, how fast the device can tum on. To make 
this interaction as clear as possible, we shall assume that the BJT is embedded in the 
diode-clamped circuit shown in Fig. 21-10 that arises in the converters discussed in 
Chapters 7 and 8. 

+ 
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Figure 21-10 Inductively loaded BIT 
switching circuit with a free-wheeling 
diode clamp. The LIR time constant in 
the inductive load is large compared 
with the switching frequency so that it 
approximates a constant current source 
10 , Note that the power BIT is a four­
terminal device having two emitter 
leads, one for the large collector current 
and the other for the base current. 
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The external circuit detennines the collector current that can flow in the on state. This 
value of collector current together with the carrier lifetimes in the transistor, particularly 
in the collector drift region, detennines what minimum amount of stored charge must be 
maintained in the BIT in order that it be on. The current gain of the transistor then 
establishes what minimum base current must be provided to the device in order to estab­
lish and maintain this stored charge distribution. Forward-bias base currents in excess of 
this minimum amount will build up the stored charge distributions faster and thus shorten 
the switching times from the off state to the on state. However, such a base current 
overdrive will build up the stored charge to values larger than that needed to just maintain 
hard saturation. 

The approximate manner in which the stored charge distribution grows during tum-on 
is shown in Fig. 21-11 for a forward-bias base current applied at t = O. The input voltage 
that drives the base current, the resulting collector current, and other transistor voltages 
and currents of interest as functions of time are shown in Fig. 21-12. For an initial time 
period called the tum-on delay time td(on)' there is no build-up of stored charge because 
the negative charge on the B-E space charge capacitance must be discharged and the 
junction forward biased so that carrier injection can commence. During this interval only 
base current flows and only the B-E voltage changes. 

After the td(on) interval, the B-E junction is forward biased and the growth of the 
stored charge proceeds as diagrammed in Fig. 21-11 and the collector current rises 
quickly, reaching its on-state value in a time tri , the current rise time. The voltage veE is 
unchanged during this interval because of the diode clamp so that the transistor is still in 
the active region. After the tri interval, the collector-emitter voltage falls quickly since 
the diode no longer can act as a clamp (no forward-bias current through the diode). After 
a short interval labeled ~vl' quasi-saturation is entered as carrier injection into the drift 
region begins from the C- B junction. During quasi-saturation, the rate of the collector 
voltage fall slows because of the reduction in beta that accompanies transistor operation 
in quasi-saturation. Hard saturation commences when the excess carriers have completely 
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Figure 21 -11 Growth of the stored charge distribution in a power BIT during the turn -on 
transient. 
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Figure 21-12 Power BIT current and voltage wavefonns as the transistor turns on in 
the clamped inductive load circuit of Fig. 21-10. 

swept across the drift region, which occurs after the time interval tfv2 indicated on the 
switching waveforms. The shaded area labeled QI in Fig. 21-9 represents the stored 
charge that just puts the transistor at the edge of hard saturation. The area labeled Q2 in 
Fig. 21-9 represents the excess stored charge that puts the transistor deeper into hard 
saturation and, in a sense, represents the overdrive of the transistor. 

21-5-2 TRANSISTOR TURN-OFF 

Turn-off of the transistor involves removing all of the stored charge in the transistor. This 
could be accomplished by merely reducing the base current to zero and relying on the 
internal recombination processes in the transistor to remove the charge. However, this 
would take far too long for practical applications, so the base current is driven negative 
to speed up the charge removal by carrier sweep-out processes. The process is initiated at 
t = 0, when the base current is either abruptly (step function) or more gradually (ramped 
with a controlled diJdt) changed to negative-bias value, as is indicated in Fig. 21-13. Tbc 
other transistor voltages and currents of interest are shown in the same figure. 

For a time interval labeled the storage time ts in Fig. 21-13, the collector current 
remains at its on-state value while the excess stored charge Q2 (refer to Fig. 21-9) is 
removed. After the ts interval, quasi-saturation is entered and the voltage begins to rise 
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Figure 21-13 Powcr BJT current and voltage waveforms as the transistor turns off in 
the clamped inductively loaded circuit of Fig. 21-10. 

with a rather shallow slope. When the stored charge distribution is reduced to zero at the 
C - B end of the drift region after a time interval t r vI' the transistor enters the active 
region. The increased beta of the transistor causes vCE to complete its growth to the power 
supply voltage with a much steeper slope as the still constant collector current charges up 
the space charge capacitance of the C-B junction. The growth of vCE ends after the trv2 

interval shown in Fig. 21-13, and the collector current begins to fall as current is com­
mutated into the diode clamp. After a time interval tfi , the rest of the stored charge is 
removed from the transistor and the collector current becomes zero. The BJT now enters 
cutoff and the B-E space charge capacitance acquires a negative charge as VBE goes 
negative. 

The waveforms shown in Fig. 21-13 are predicated on the base current making a 
controlled transition from positive to negative values. If a large negative base current with 
a fast transition is made at t = 0, as is shown in Fig. 21-14, there will be significant 
changes in the collector current response. The ts interval would be shortened, as would the 
two VeE time intervals because of the larger negative base current at earlier times in the 
transient. Significantly more of the stored charge in the base region would be removed 
compared to the ramped iB transient, as is shown in the stored charge distributions plotted 
in Fig. 21-15 for this situation. However, the amount of charge removed from the drift 
region would not be increased by the same proportion. Most of the drift region charge is 
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Figure 21-14 Power BIT current and voltage wavefonns as the transistor turns off in 
the clamped inductively loaded circuit of Fig. 21-10 with a large step function reverse base 
current. Note the long "tail" current that leads to excessive power dissipation. 

removed by the collector current and not by the increased base current. The smaller 
amount of stored charge left in the base means that a shorter time would be required to 
remove sufficient stored charge in the base so that the B - E junction could become reverse 
biased with the emitter current going to zero. 

If this happens, there will still be stored charge left in the drift region (shown shaded 
in Fig. 21-15) that must be removed before the collector current can become zero and the 
BIT can enter cutoff. The only ways for this remaining charge to be removed is via 
internal recombination and by the negative base current that is flowing. The carrier 
sweep-out rate in this circumstance will be slow compared to the previous situation 
because the collector current must equal the negative base current and not beta times 
larger, as was the previous case. This loss of current gain produces the long tail in the 
collector current waveform shown in Fig. 21-14 during the time interval labeled Ita. This 
long "tailing" time is undesirable because it can lead to increased switching losses. 

21-5-3 SWITCHING OF MONOLITHIC DARLINGTONS 

The tum-on transient behavior of a monolithic Darlington (MD) embedded in the circuit 
of Fig. 21-10 will have the same qualitative features as those just described for the single 
BIT. However, there are two important quantitative differences. First, the main transistor 
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Figure 21-15 Decay of the stored charge distributions in a power BJT during a 
turn-off transient by an abrupt step function reverse base current IB(off). The shaded 
area represents stored charge remaining in the transistor after the B- E junction 
cuts off. 

cannot go into hard saturation because the on-state voltage of the driver transistor keeps 
the voltage across the C-B terminals of the main transistor large enough so it stays in 
quasi-saturation. This means that the on-state power dissipation of MDs will be larger 
than those of an otherwise comparable single power BJT. Second, the overall switching 
time to the on state will be faster for the MD because the main transistor will be driven 
by a larger base current than a comparable single BJT. The base current to the main BJT 
is ~D (beta of the drive BJT) times larger than what base current would be provided to a 
single BJT in the same circuit shown in Fig. 21-10. 

The most significant differences show up during the tum-off transient, as the wave­
forms in Fig. 21-16 illustrate. Once the driver transistor turns off, the base current of the 
main transistor goes negative and its collector current increases, since it must now carry 
that portion of the load current that the driver BJT had been carrying. The negative base 
current to the main transistor soon depletes enough stored charge out of the base and 
collector drift regions that the transistor goes active and completes the traverse of the 
switching locus to cutoff. As in the case of the conventional power transistor, a controlled 
rate of change of negative base current should be considered in preference to step function 
changes. Regardless of which type of tum-off base current drive is selected, the overall 
tum-off time of the MD will be somewhat longer than that of a conventional power BJT 
in the same circuit. 

If the diode D) shown in the circuit of Fig. 21-3 was not present, the tum-off time 
would be much longer. This would occur because in the circuit of the MD, once the driver 
transistor cuts off, negative base current for the main transistor would not be able to flow. 
The only mechanism that would remain active for the removal of the stored change in the 
main transistor would be internal recombination, which would take far longer than the 
removal of the charge by carrier sweep-out via the negative base current and collector 
current. 
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Figure 21-16 Current and voltage wavefonns in a power Darlington during turn-off 
in the clamped inductive load circuit of Fig. 21-10. 

21-6 BREAKDOWN VOLTAGES 

When the BJT is in the blocking state, the C- B junction must withstand the applied 
voltage. A BIT cannot block the opposite polarity voltage because the B - E junction has 
a much lower breakdown voltage than the C-B junction because of the very heavy emitter 
doping used to increase the beta. Typical B-E breakdown voltages are 5-20 V. 

In designing a transistor to withstand a specified voltage, the doping in the drift region 
on the collector side of the C-B junction is made much smaller than the base doping. This 
is done so that the depletion region will be predominantly on the collector side, where 
there is room for it. As in the case of the high-voltage diodes, a lightly doped drift region 
(the collector drift region) is carefully designed (Eqs. 20-2 and 20-3 apply approximately 
to this situation) to accommodate the width of the depletion layer at the maximum applied 
voltage without being overly long, which would lead to increased on-state losses. 1be 
base thickness must be kept small so that respectable values of beta can be realized. This 
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means that no significant encroachment of the base by the C- B depletion layer can be 
tolerated. Some encroachment is unavoidable and decreases the effective base thickness 
and causes an apparent increase in beta. This effect is known as base thickness modulation 
and shows up as the finite slope in the active region portion of the iC-VCE curves, such 
as is shown in Fig. 21-5. If the transistor base has significant encroachment by the C-B 
depletion layer, then it must be made thicker, which has the undesirable effect of lowering 
the beta. 

However, the principal reason for strictly limiting the C- B depletion layer encroach­
ment into the base is to avoid reach-through. This occurs when the depletion layer from 
the C- B junction stretches completely through the base layer to the E-B junction. If this 
happens, the enormous number of electrons in the emitter (or holes for a pnp BJT) will 
be drawn from the emitter into the base by the large electric fields in the depletion layer. 
This will lead to large current flows and to a breakdown-like behavior and attendant large 
power dissipation. To avoid reach-through, the base thickness must be large enough to 
accommodate the expected depletion layer encroachment and the doping level in the base 
must be large enough to keep the encroachment small. The thickness of the base in a 
power BJT is thus a compromise between being small for large beta and being large to 
minimize reach-through problems. The compromise leads to larger base thicknesses than 
are found in logic-level transistors and consequently smaller betas, with values of 5-10 
being typical. 

As we indicated in Section 21-3, in the common emitter configuration the breakdown 
voltage BV CEO is smaller than BV CBO. There is a semi-empirical relationship between 
these two parameters, which is given by 

BVcBo 
BVCEO=~ (21-6) 

where n = 4 for npn transistors and n = 6 for pnp transistors. The consequence of this 
relationship is that transistors with high breakdown voltages will have small values of 
beta. For high-voltage npn transistors where beta is between 10 and 20, the value of 
BV CEO will be about one-half of BV CBO. 

The lowering of BV CEO compared with BV CBO is the result of excess-carrier injection 
into the base from the emitter (note that in the common emitter configuration, the B-E 
junction is forward biased even with IB = 0 due to the reverse-bias current of the C-B 
junction). These excess carriers effectively increase the reverse-bias current (termed lCEO 

in the common emitter configuration) of the C- B junction over the reverse-bias current 
ICBO of the same junction when the emitter is open. Qualitatively the larger value of lCEO 

compared with ICBO means that more carriers are crossing the C-B depletion region at 
any given value of voltage. Consequently, the rate of impact ionization must be larger in 
the common emitter mode compared with the emitter open mode. A larger rate of impact 
ionization means that the breakdown voltage will be lower. 

21-7 SECOND BREAKDOWN 

Bipolar junction transistors and to some degree other types of minority-carrier devices 
have a potential failure mode, usually termed second breakdown. It appears on the output 
characteristics of the BJT as a precipitous drop in the collector-emitter voltage at large 
collector currents. As the collector voltage drops, there is often a significant increase in 
the collector current and a substantial increase in the power dissipation. What makes this 
situation particularly dangerous for the BJT is that the dissipation is not uniformly spread 
over the entire volume of the device but is concentrated in highly localized regions where 
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the local temperature may grow very quickly to unacceptably high values. If this situation 
is not terminated in a very short time, device destruction results. When devices that have 
been so destroyed are analyzed, they often show dramatic evidence of the localized power 
dissipation and attendant heating in the form of melted and then recrystallized silicon. 

Second breakdown does not originate from impact ionization and an attendant ava­
lanche breakdown of a pn junction. This is clear from the fact that a drop in voltage 
accompanies second breakdown, whereas no such drop is observed in avalanche break­
down. 

Several intrinsic aspects of the transistor combine to give the BIT its susceptibility to 
second breakdown. First there is the general propensity of minority-carrier devices to 
thermal runaway when the voltage across them is held approximately constant as the 
device temperature increases. Minority-carrier devices have a negative temperature co­
efficient of resistivity (the resistivity drops as the temperature increases because the 
minority-carrier densities are proportional to the intrinsic carrier density n;, which in­
creases exponentially with temperature; see Eqs. 19-1 and 19-25). This means the power 
dissipation will increase as the resistance drops as long as the voltage remains constant. 
If the rate of increase in power dissipation with temperature is greater than linear with 
temperature (the rate of heat removal is linear with temperature, i.e., characterized by a 
thermal resistance), then an unstable situation will result when the power dissipated 
exceeds the rate at which heat energy can be removed (a function of the thermal resis­
tance). The situation becomes a classic case of positive feedback in which the power 
dissipation leads to an increase in temperature, which leads to further increases in power 
dissipation, and so on, until device destruction results. It is often and quite appropriately 
termed thermal runaway. 

This potential for thermal runaway is made much more dangerous if the current 
density in the device is nonuniform across the device cross section. Current filaments 
where the current density is substantially larger than in surrounding areas may occur and 
localized thermal runaway becomes likely. Consider the situation illustrated in Fig. 
21-17, where the current density JA in region A is assumed to be greater than the current 
density J B in region B. The power dissipation density will be greater in A than in B, which 
will lead to an increase in the temperature TA compared to TB • This in tum will lead to 
further increases in J A compared with J B and the temperature T A will increase further. If 
the local temperature TA exceeds the intrinsic temperature T; (the temperature at which the 
intrinsic-carrier density ni equals the majority-carrier doping density), then thermal run­
away will be in progress in that local region and will lead to intense localized heating and 
device failure if not terminated very quickly. 

I 

+ 
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Figure 21-17 Semiconductor device with regions of 
current density non uniformities that could lead to the 
formation of current filaments and possible second 
breakdown. 
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The formation of the current filaments and subsequent localized thermal runaway 
requires only a nonuniformity in the current density and enough localized power dissi­
pation to cause a substantial rise in the temperature of the filament. Indeed, the increase 
in carrier density in the current filament may often cause a drop in the external voltage 
across the device if the external resistance in series with the device is appreciable, and yet 
device destruction may still occur. When the shorting effect of the filament is strong 
enough to cause this voltage drop, the device is said to be in second breakdown. 

The key to avoiding second breakdown would then seem to be (l) keeping the total 
power dissipation under control and, more important, (2) avoiding any current density 
nonuniformities, especially during turn-on and turn-off, when the instantaneous power 
dissipation is largest. However, as we have already seen, the basic construction of the 
transistor leads to current constrictions via mechanisms such as emitter current crowding. 
While current crowding can be postponed until specific current levels are reached, once 
these levels are exceeded, the current constriction can be severe enough to lead to the 
formation of a current filament and to possible localized thermal runaway. 

When device tum-off is initiated, the flow of negative base current induces a lateral 
voltage drop of the opposite polarity to that described in Fig. 21-8a. This causes a 
crowding of the emitter current toward the center of the emitter, as is shown in Fig. 21-8b, 
and once again the conditions are favorable for thermal runaway. If, however, the width 
of the emitter is made smaller, then the lateral voltage drop will be smaller (less resistance 
for the lateral flowing base current to develop a voltage drop across). This means that the 
severity of current crowding will be less and the attendant possibility for second break­
down will be smaller. For this reason, power BJTs are constructed with many narrow 
emitter fingers, as is shown in Fig. 21-2, in parallel rather than a few very large cross­
sectional area emitters. Other measures to reduce the possibility of second breakdown 
include the use of a controlled rate of change of base current during tum-off, the use of 
protective circuitry such as snubbers and free-wheeling diodes, and the positioning of the 
switching trajectory within the safe operating area (SOA) boundaries, a topic to be 
discussed shortly. 

21-8 ON-STATE LOSSES 

Except at high switching frequencies, nearly all the power dissipated in the switch-mode 
operation of a BJT occurs when the transistor is in the on state, usually hard saturation. 
In this circumstance the power dissipation is given by (ignoring base current losses) 

Pon = ICVCE(sat) (21-7) 

The collector-emitter saturation voltage V CE(sat) increases with increasing collector cur­
rent. 

Several internal voltage drops in a power transistor contribute to V CE(sat). These 
voltage drops and some of their origins are indicated schematically on the vertical cross 
section of a power transistor, as shown in Fig. 21-18. Adding these together yields 

(21-8) 

The voltages V BE(on) and V BC(sat) are the voltages appearing across the forward-biased 
B-E and C-B junctions, respectively. These voltages differ from each other by 0.1-0.2 
V because the two junctions are significantly different from each other. The C-B junction 
is much larger in area than the B - E junction and the doping levels are much lower across 
the C-B junction compared with the B-E junction. This voltage difference is relatively 
independent of collector current. 
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Figure 21-18 Vertical cross section of 
a power BIT showing the origins of the 
components of the on-state collector­
emitter voltage JI CE(sat)' 

The resistances Re and Rc represent the ohmic resistance of the heavily doped emitter 
and collector regions, respectively. At low to moderate collector currents, the voltage 
drops across these resistances are negligible. But at larger currents, these drops become 
important and add to the increase in V CE(sat) with collector current. 

The major contribution to the increase in V CE(sat) with collector current is the voltage 
drop Vd across the collector drift region. This voltage can be made reasonably small 
because of conductivity modulation and relatively independent of collector current, as was 
described in Chapter 20 for the pn-junction power diode, which has an analogous drift 
region. However, at larger collector currents, the excess-carriet" densities in the drift 
region approach large enough values that the carrier lifetime begins to decrease (Auger 
recombination) as well as the mobility (carrier-carrier scattering). When this occurs, Vd 
begins to increase significantly, thus increasing VCE(sat). As was true with the diode, the 
magnitude of Vd is dependent on the excess-carrier lifetime (see Eq. 20-13), whose value 
is a compromise between large values that minimize Vd and shorter values that minimize 
switching times. 

The increase in Vd with collector current will be most severe and commence at lower 
values of collector current in high-voltage BITs because of the long drift region that these 
transistors must have to hold off large collector-emitter voltages in the off state. This 
aspect of the transistor behavior is analogous to the behavior of high-voltage pn-junctioo 
diodes. Based on these observations, we would expect the current capabilities of the BIT 
to be similar to those of diodes with the same voltage rating. 

However, BITs have a significantly lower current density capability versus break­
down voltage than this optimistic estimate. Mechanisms such as emitter current crowding 
and conductivity modulation of the base, which lower the value of beta, commence III 
current densities lower than current densities that diodes can handle. The decrease in beta 
with increasing collector current means that the base current must be increased at a greater" 
rate than the collector current to maintain the device in hard saturation or, at least, near 
it so that the voltage drop across the transistor is not too large. The transistor cannot be 
allowed to enter very far into quasi-saturation at larger collector currents because va 
(and, hence, the power dissipation) increases very rapidly, as is shown in Fig. 21-7. Since 
there is a practical limit to how much base current the user is willing to put into the 
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transistor, there is a practical upper limit to the collector current and, hence, to the current 
density. Approximately speaking, the transistor is usable to collector currents about 10 
times larger than the value at which the current gain peaks and begins to fall with 
increasing collector current (see Fig. 21-7). 

Emitter current crowding and other mechanisms that reduce beta at large collector 
currents are so significant that the transistor manufacturer designs the transistor structure 
with a specific value of collector current in mind at which the beta begins to decrease. 
Once this current level has been determined, the device designer then adjusts the carrier 
lifetime in the drift region so that the voltage drop across it is kept at the desired levels. 
In this design approach, the same basic trade-offs between breakdown voltage, on-state 
losses, and switching speeds described for the power diode are still valid; the only basic 
change is that they occur at lower current densities. 

21-9 SAFE OPERATING AREAS 

Safe operating areas, or SOAs, a concept described in earlier chapters of this book, are 
a very convenient and compact method of summarizing maximum values of current and 
voltage to which the BJT should be subjected. Two separate SOAs are used in conjunction 
with BJTs and both are commonly given on specification sheets. The so-called forward­
bias safe operating area (FBSOA) is shown in Fig. 21-19 and the reverse-bias safe 
operating area (RBSOA) is shown in Fig. 21-20. The terms forward bias and reverse bias 
refer to whether the base current bias source forward biases the B-E junction or reverse 
biases it (which would be appropriate for turning off the BIT). 

Several different physical mechanisms are active in determining the boundaries of the 
FBSOA shown in Fig. 21-19. The current [eM is the maximum collector current even as 
a pulse that should be applied to the transistor. Exceeding this current may cause bonding 
wires or metalizations on the wafer to vaporize or otherwise fail. The thermal limit is a 

log (icl Idealized switching trajectory 
of diode-clamped inductive 

1000d circuit 

2nd 
breakdown 

Figure 21-19 The FBSOA of a power BIT. The dc FBSOA is 
shown as shaded and the expansion of the area for pulsed 
operation of the BIT is shown with shorter switching times leading 
to a larger FBSOA. 
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Figure 21-20 The RBSOA of a power BIT. Reverse bias 
refers to the base current being in the opposite direction to 

the nonnal on-state direction. 

power dissipation limit set by the thermal resistance of the transistor and the maximum 
allowable junction temperature. The second breakdown boundary represents the maxi­
mum permissible combinations of voltage and current without getting into the region of 
the iC-VCE plane where second breakdown may occur. The final portion of the boundary 
of the FBSOA is breakdown voltage limit BV CEO' 

If the transistor is operated as a switch, then the boundaries of the FBSOA expand, 
as is indicated in the figure. Crudely speaking, the expansion of the SOA occurs for 
switch-mode operation because the silicon wafer and its packaging have a thermal ca­
pacitance and, hence, an ability to absorb a finite amount of energy without the junction 
temperature rising to excessive levels. If the transistor turns on in a few microseconds or 
less, the amount of energy that is absorbed is too small to cause any appreciable rise in 
the junction temperature, and as a result, the FBSOA is essentially square, being limited 
only by ICM and BV CEO' The SOA is particular useful when the switching trajectory, such 
as the one for the circuit of Fig. 21-10, is plotted on it, as in Fig. 21-19, because such a 
construction makes it immediately clear if the circuit operation puts the transistor outside 
of its specification range. 

In a similar fashion, the RBSOA shown in Fig. 21-20 is constructed. The area 
encompassed by the RBSOA, which is a pulsed SOA, is somewhat larger than the 
FBSOA because of the extension of the area of higher voltages than BV CEO' up to BV CBO, 

at low collector currents. The operation of the transistor up to the higher voltage is 
possible because the combination of low collector current and reverse base current has 
made the beta small so that the breakdown voltage rises toward BV CBO' as Eq. 21-6 
predicts. 

SUMMARY 

This chapter has explored the structure and operating characteristics of BJTs intended for 
power switch-mode applications. The important conclusions are listed below: 
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1. The power BJT has a vertically oriented structure with a highly interdigitated B-E 
structure and a lightly doped collector drift region. 

2. The drift region determines the blocking voltage rating of the BJT and also causes the 
so-called quasi-saturation region of the 1-V characteristics. 

3. The BJT is a normally-off device that is turned on by the application of a sufficiently 
large base current to cause injection of large numbers of minority carriers into the 
base from the emitter region. The subsequent diffusion of these carriers across the 
base to the collector forms the collector current. 

4. Power BJTs have low current gain, especially at larger breakdown voltage ratings. 
This has led to the development of monolithic Darlington transistors, which have 
larger current gains. 

5. Lateral current flow in the base is the basic limiting factor in BJT performance. It 
causes lateral voltage drops, which lead to emitter current crowding, which in turn 
causes decreases in current gain. If the current crowding is excessive, second break­
down and device destruction will occur. 

6. Heavy conductivity modulation of the drift region in order to minimize on-state losses 
requires large carrier lifetimes. But this leads to long turn-off times, so a trade-off 
must be made in the design of the BJT between lower on-state losses or shorter 
switching times. 

7. Turn-off of some types of BJTs should be done with a controlled rate of change of 
negative base current in order to avoid isolating excessive stored charge in the BIT, 
which would result in excessively long tum-off times and large power dissipation. 

8. The SOAs of the BJT are limited by second breakdown. The RBSOA is normally the 
limiting factor. 

9. BITs with limited SOAs may require that their switching trajectory be controlled with 
snubber circuits during both tum-on and tum-off. 

PROBLEMS 

21-1 Plot BV CEO as a function of beta (~) for 5 < ~ < 100 for identical npn and pnp silicon transistors. 
Assume that both BJTs have the same value of BV CBO' 

21-2 When emitter-open switching (see Ch. 28) is used to turn off a power BJT, the BJT is less 
susceptible to second breakdown compared with the nonnal turn-off situation, where negative base 
current flows while emitter current is still flowing. Qualitatively explain, with the aid of diagrams, 
why this is true. 

21-3 Consider the step-down converter circuit of Fig. 21-10. The free-wheeling diode is ideal and the 
power transistor has the following parameters: ~ = 10, V CE(on) = 2 V, ROj- a = I °C/W, Tj,max = 

150°C, tri = tli = 200 ns, tlvl = 200 ns, tlvl = tlv2 = trv 1 = trv2 = 50 ns, and td(on) = td(off) = 
100 ns. The BJT is driven by a square wave (50% duty cycle) of variable frequency. Assume 10 = 
40 A and Vd = 100 V. 

(a) Sketch and dimension are the average power dissipated in the transistor versus the switching 
frequency. 

(b) Estimate the maximum pennissible switching frequency. 

21-4 The transistor in the circuit of Problem 21-3 is driven by a 25-kHz square wave (50% duty cycle). 
The switching times increase by 40% as the junction temperature increases by 100°C (from 25 to 
l25°C). If the circuit is operating in an ambient temperature of 50°C, estimate the allowable range 
of values of the thennal resistance ROj- a that will keep the junction temperature Tj less than 110°C. 

21-5 A transistor similar to that shown in Fig. 21-1 has an effective emitter area A of I cm2 and a base 
width of 311m. At approximately what value of collector current does the beta of the device begin 
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to drop as the current is increased? Hint: Recall from the discussion in Section 21-4-1 that beta 
begins to fall when high-level injection conditions are obtained in the base. Also recall that Ic "'" 
-I"e = qD"A dnb(x)/dx. 

21-6 Consider a BJT and a pn-junction diode each having the same cross-sectional area and same drift 
region length (and thus the same carrier lifetimes and blocking voltage capabilities). Which device 
can carry the larger forward current and why? 

21-7 A BJT similar to that shown in Fig. 21-1 has been designed by a novice device designer. The 
voltage rating of the device is supposed to be 1000 V. The drift region doping is as indicated in the 
figure, and the drift region length is 100 /Lm. But the base doping density is lOIS cm- 3 and the base 
width is 3 /Lm. What is the actual voltage rating of this device? Assume all junctions are step 
junctions. 

21-8 A bipolar NPN transistor is to be designed for a breakdown voltage (BV cw) of 1000 V. The 
base-emitter breakdown voltage (BV BEO) is to be 10 V. Find the required base doping density, 
collector doping density, base width, and collector drift region width. The emitter doping density 
is 1019 cm- 3

• Assume that the base-emitter and base-collector junctions are step junctions and that 
beta = S. 

21-9 A Darlington pair has an effective beta of ISO. The driver BIT has a beta of 20. What is beta of the 
main BJT? 

21-10 A power BIT with a beta of 10 is characterized in the on-state by a V BE.sa, = 0.8 V, V BC.sa, = 
0.6 V, and Ron = 0.02 ohms. Two such BJTs are used in a Darlington configuration which must 
conduct a current of 100 A in the on-state. What is the on-state power dissipation of the pair? 

21-11 Find the zero-bias values of the collector-base space charge capacitance, CCBO' and base-emitter 
space charge capacitance, C EBO' of the transistor described in problem 21-8. Assume a base-emitter 
area AE of 0.3 cm2 and a base-collector area Ac of 3 cm2

• 

21-12 The transistor described in Problems 21-8 and 21-11 is to be used in a step-down converter such as 
is shown in Fig. 21-10. The base drive circuit consists of an ideal voltage source in series with a 
resistance of 10 ohms. When the BIT is to be turned on the voltage changes from -8 V to +8 V. 
Estimate the tum-on delay time. Assume the dc voltage powering the step-down converter is 
100 V. 
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CHAPTER 22 

POWER MOSFETs 

22-1 INTRODUCTION 

Metal-oxide-semiconductor field effect transistors (MOSFETs) with appreciable on­
state current-carrying capability and off-state blocking voltage capability and, thus, po­
tential for power electronic applications have been available since the early 1980s. They 
have become as widely used as power BJTs and in fact are replacing BITs in many 
applications, especially those where high switching speeds are important. MOSFETs 
operate on different physical mechanisms than BJTs, and a clear understanding of these 
differences is essential for the effective utilization of both BJTs and MOSFETs. This 
chapter considers the basic physical mechanisms that govern the operation of MOSFETs, 
the factors that establish the current and voltage limits of the MOSFET, and possible 
failure modes if these limits are exceeded. 

22-2 BASIC STRUCTURE 

A power MOSFET has the vertically oriented four-layer structure of alternating p-type 
and n-type doping shown in Fig. 22-1a for a single cell of the many paralleled cells of a 
complete device. The n+pn-n+ structure is termed an enhancement mode n-channel 
MOSFET (for reasons that will become apparent shortly). A structure with the opposite 
doping profile can also be fabricated and is termed a p-channel MOSFET. The doping in 
the two n+ end layers, labeled source and drain in Fig. 22-1, is approximately the same 
in both layers and is quite large, typically 1019 cm -3. The p-type middle layer is usually 
termed the body and is the region where the channel (to be discussed in the next section) 
is established between source and drain and is typically doped at 1016 cm - 3 . The n - layer 
is the drain drift region and is -typically doped at 1014_1015 cm -3. This drift region 
determines the breakdown voltage of the device. 

At first glance, it would appear that there is no way that current can flow between the 
drain and source terminals of the device because one of the pn junctions (either the 
body-source junction or the drain-body junction) will be reverse biased by either po­
larity of applied voltage between the drain and source. There can be no injection of 
minority carriers into the body region via the gate terminal because the gate is isolated 
from the body by a layer of silicon dioxide [usually termed the gate oxide and typically 
about WOO A (angstroms) thick], which is a very good insulator and, hence, there is no 
BJT operation. However, an application of a voltage that biases the gate positive with 
respect to the source will convert the silicon surface beneath the gate oxide into an n-type 
layer or channel, thus connecting the source to the drain and allowing the flow of appre­
ciable currents. The thickness of the gate oxide, the width of the gate (as diagrammed in 
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Figure 22-1 (a) Vertical cross-section and (b) perspective view of an n-channel power 
MOSFET. A complete MOSFET is composed of many thousands of cells connected in parallel 
to achieve large gain and low on-state resistance. Some of the layers in the perspective view 
have been cut away to enhance the clarity of the drawing. 

Fig. 22-1), and the number of gate/source regions connected electrically in parallel are 
important in detennining how much current will flow for a given gate-to-source voltage. 
The mechanisms that lead to the creation of the channel will be discussed later in this 
chapter. 

The structure shown in Fig. 22-1 is usually termed VDMOS, meaning vertical dif­
fused MOSFET. The name crudely describes the fabrication sequence of the device. The 
starting substrate is usually the n + drain onto which the n - drift region of specified 
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thickness is grown epitaxially. Then the p-type body region is diffused into the wafer from 
the source side of the wafer, followed by the n+ source diffusion. These two diffusions 
are masked diffusions, meaning that portions of the wafer are protected by silicon dioxide 
so that the dopants cannot reach the wafer where the Si02 has been left. The remaining 
steps involve the deposition of the gate and source metallization and final packaging steps. 

Several other aspects of the MOSFET structure shown in Fig. 22-1 should be noted. 
First, the source is constructed of many (thousands) small polygon-shaped areas thaI are 
connected in parallel and surrounded by the gate region. The geometric shape of the 
source regions to some degree influences the on-state resistance of the MOSFET, and 
some manufacturers even advertise their particular line of MOSFET devices by the shape 
of the source region (i.e., International Rectifier's HEXFET). The basic reason for the 
many small source regions is to maximize the width (the lateral dimension perpendicular 
to the direction of current flow in the channel) of the gate region compared to its length 
(the channel length). The gate width W of the MOSFET is the peripheral length of each 
cell times the number of cells that make up the device. A very large gate width-to-length 
ratio is desired because this maximizes the gain of the device. 
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Figure 22-2 Gate electrode overlapping the drain drift region 
(a) to create an accumulation layer in the on state and (b) to act 
as a field plate in the off state. 
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(a) (b) 

Figure 22-3 Circuit symbols for (a) 
an n-channel and (b) a p-channel 
MOSFET. 

Second, there is a parasitic npn BJT between the source and drain contacts, as shown 
in Fig. 22-1, with the p-type body region serving as the base of the parasitic BJT. To 
minimize the possibility that this transistor is ever turned on, the p-type body region is 
shorted to the source region by overlapping the source metallization onto the p-type body 
region, as in Fig. 22-1. As a result of this body-to-source short, there is a parasitic diode 
connected between the drain and source of the MOSFET, as shown in Fig. 22-1. This 
integral diode can be used in half-bridge and full-bridge converters. 

Third, there is the overlap of the gate metallization across the n- drift region, where 
it protrudes to the surface of the wafer. This overlapping of the gate metallization serves 
two purposes. First, it tends to enhance the conductivity of the drift region at the n--SiOz 
interface by forming an accumulation layer (a region of enhanced conductivity to be 
discussed in later sections), as is shown in Fig. 22-2a, thus helping to minimize the 
on-state resistance. Second, the metallization tends to act as a field plate when the 
MOSFET is off that keeps the radius of curvature of the depletion region of the drain­
body pn junction from getting too small and thus reducing the breakdown voltage of the 
device. This field plate function is diagrammed in Fig. 22-2b. 

The circuit symbol for an n-channel MOSFET is shown in Fig. 22-3a and for a 
p-channel MOSFET in Fig. 22-3b. The direction of the arrow on the lead that goes to the 
body region indicates the direction of current flow if the body-source pn junction were 
forward biased by breaking the short between the two and a forward-bias voltage were 
applied. Thus, an n-channel MOSFET that has a p-type body region has the arrow 
pointing into the MOSFET symbol, as is shown in Fig. 22-3a, and the arrow points 
outwardly for a p-channel device. 

22-3 /- J' CHARACTERISTICS 

The MOSFET, like the BJT, is a three-terminal device where the input, the gate in the 
case of the MOSFET, controls the flow of current between the output terminals, the 
source, and drain. The source terminal is usually common between the input and output 
of a MOSFET. The output characteristics, drain current io as a function of drain-to-source 
voltage Vos with gate-to-source voltage VGS as a parameter, are shown in Fig. 22-4a for 
an n-channel MOSFET. The output characteristics for a p-channel device are the same 
except that the current and voltage polarities are reversed so that the characteristics for the 
p-channel device would appear in the third quadrant of the io-vos plane rather than the 
first quadrant, as do the characteristics of Fig. 22-4a. 

In power electronic applications, the MOSFET is used as a switch to control the flow 
of power to the load in a manner analogous to the usage of the BJT. In these applications 
the MOSFET traverses the io-vos characteristics from cutoff through the active region to 
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Figure 22-4 Current-voltage characteristic of an n-channel enhancement mode 
MOSFET: (a) output (iD-VDS) characteristics; (b) transfer curve. 

the ohmic region as the device turns on and back again when it turns off. The cutoff, 
active, and ohmic regions of the characteristics are shown on Fig. 22-4a. 

The MOSFET is in cutoff when the gate-source voltage is less than the threshold 
voltage V GS(th), which is typically a few volts in most power MOSFEfs. The device is an 
open circuit and must hold off the power supply voltage applied to circuit. This means that 
the drain-source breakdown voltage BV DSS shown on Fig. 22-4 must be larger than the 
applied drain-source voltage to avoid breakdown and the attendant high power dissipa­
tion. When breakdown occurs, it is due to the avalanche breakdown of the drain-body 
junction. 

When the device is driven by a large gate-source voltage, it is driven into the ohmic 
region (the reason for this designation is twofold, first having to do with the physical 
mechanisms operative in the MOSFET, which will be discussed in the next section, and 
second, to avoid confusion with the terminology of saturation, which means one thing 
when applied to BITs but another when applied to MOSFETs) where the drain-source 
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voltage V VS(on) is small. In this region the power dissipation can be kept within reasonable 
bounds by minimizing V VS(on) even if the drain current is fairly large. The MOSFET is in 
the ohmic region when 

VGS - V GS(th) > VVS > 0 (22-1) 

In the active region the drain current is independent of the drain - source voltage and 
depends only on the gate-source voltage. The current is sometimes said to have saturated, 
and consequently this region is sometimes called the saturation region or the pentode 
region. We will term this region the active region to avoid the use of the term saturation 
and the attendant possible confusion with saturation in BJTs. Simple first-order theory 
predicts that in the active region the drain current is given approximately by 

iv = K(vGS - vGs(thi (22-2) 

where K is a constant that depends on the device geometry. At the boundary between the 
ohmic region and active region where VGS - V GS(th) = VVS' Eq. 22-2 becomes 

(22-3) 

which is a convenient way of delineating the boundary between the two regions, as is in 
Fig. 22-4a. 

The relationship expressed by Eq. 22-2 is followed reasonably well by logic-level 
MOSFETs. However, a plot of iv versus VGS (with the MOSFET in the active region) in 
Fig. 22-4b, usually termed the transfer curve, shows that this equation is followed only 
at lower values of drain current in power MOSFETs. Overall the transfer curve of a power 
MOSFET is quite linear, in contrast to the parabolic transfer curve of the logic-level 
device. The reasons for the different behavior of the transfer curve between logic-level 
and power MOSFETs will be considered in the next section. 

22-4 PHYSICS OF DEVICE OPERATION 

22-4-1 INVERSION LAYERS AND THE FIELD EFFECT 

The gate portion of the MOSFET structure shown in Fig. 22-1 is the key to understanding 
how the MOSFET operates. The gate region is composed of the gate metallization, the 
silicon dioxide underneath the gate conductor, which is termed the gate oxide, and the 
silicon beneath the gate oxide. This region forms a high-quality capacitor, as is shown in 
Fig. 22-5, and it is sometimes termed a MOS capacitor. Although the capacitor shown is 
usually composed of aluminum metallization, Si02 insulator, and silicon bottom layer, 
the same basic structure can be fabricated on other semiconductors such as gallium 
arsenide and other insulators such as aluminum nitride or silicon nitride can be used for 
the insulator. The top metallization layer can also be other conducting materials. Poly­
silicon, refractory metals such as tungsten, and other metals have been used on MOSFET 
devices. 

When a small positive gate- source voltage is applied to the capacitor structure in the 
simplified diagram of the n-channel MOSFET shown in Fig. 22-5a, a depletion region 
forms at the interface between the Si02 and the silicon. The positive charge induced on 
the upper metallization (the gate side) by the applied voltage requires an equal negative 
charge on the lower plate, which is the silicon side of the gate oxide. The electric field 
from the positive charge repels the majority-carrier holes from the interface region and 
thus exposes the negatively charged acceptors, thus creating a depletion region. 
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Figure 22-5 (a) Fonnation of the depletion layer. (b, c) Inversion layer at the Si-Si02 
interface as the gate-source voltage is increased. 

Further increases in VGS cause the depletion layer to grow in thickness, as is shown 
in Fig. 22-5b, to provide the additional negative charge. The growth of this depletion 
layer can be modeled approximately as a one-sided step junction, such as was considered 
in Chapter 19. As the voltage is increased, the electric field at the oxide- silicon interface 
gets larger and begins to attract free electrons as well as repelling free holes. The imme­
diate source of the electrons is electron - hole generation via thermal ionization with the 
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free holes being pushed into the semiconductor bulk ahead of the depletion region. The 
extra holes are neutralized by electrons that are attracted from the n + source by the 
positive charge of the holes. 

Eventually, as the bias voltage is increased, the density of free electrons at the 
interface will become equal to the free hole density in the bulk of the body region away 
from the depletion layer. The layer of free electrons at the interface will be highly 
conducting and will have all the properties of an n-type semiconductor. At this point the 
layer of free electrons is termed an inversion layer, as is illustrated in Fig. 22-5c. This 
n-type layer is a conductive path or channel between the n+ drain and source regions (thus 
the terminology channel), which permits the flow of current between source and drain. 
This ability to modify the conductivity type of the semiconductor immediately beneath the 
gate insulator by means of an applied voltage or electric field is termed the field effect. 
The field effect enhances the conductivity of the interface and, hence, the name enhance­
ment mode field effect transistor, which is based on this mechanism. 

The value of vGS where the inversion layer is considered to have formed is termed the 
threshold voltage V GS(th). As vGS is increased beyond V GS(th), the inversion layer gets 
somewhat thicker and, more important, more conductive as the density of free electrons 
gets larger as the bias voltage increases. The inversion layer screens the depletion layer 
adjacent to it from the further bias voltage increases so that the depletion layer thickness 
now remains constant. The value of the threshold voltage is a function of several factors. 
A major factor is the oxide capacitance per unit area Cox, which is given by 

(22-4) 

where Eox is the dielectric constant of the silicon dioxide (1.05 x to- I2 F/cm) and tox is 
the thickness of the gate oxide (typically tOOO A). The threshold voltage is inversely 
proportional to Cox. Other factors that influence V GS(th) are the work functions of the 
silicon and the gate metal, any charge bound or trapped in the silicon dioxide, impurities 
at the interface or in the silicon dioxide, as well as others. In spite of the complex array 
of factors that influence V GS(th), device manufacturers can adjust its value to whatever 
value is desired (typically a few volts). Major adjustments are done by the choice of gate 
metallization, doping density of the body region, and thickness of the gate oxide. Minor 
adjustments of the threshold voltage during fabrication are done via ion implantation of 
impurities in the body region just beneath the gate oxide. 

22-4-2 GATE CONTROL OF DRAIN CURRENT FLOW 

We now embed the n-channel MOSFET of Fig. 22-5 into the circuit shown in Fig. 22-6, 
which has both a gate-source bias supply VGS and a drain-source bias supply VDD• 

Initially it is assumed that V GS is greater than V GS(th) and that V DD is small. The MOSFET 
will be in the ohmic region with a relatively small value of ID , and the inversion layer will 
have a spatially uniform thickness, as is shown in Fig. 22-6a. Now V DD is slowly 
increased to ever larger values while V GS is held constant. The drain current will initially 
increase in proportion to the increase in V DD, since the inversion layer appears as an ohmic 
resistance connecting the drain to the source. This current increase will cause a voltage 
drop along the channel, which is shown in Fig. 22-6a as Vcs(x) (channel-to-source 
voltage), with x being the distance from the source to the location x in the channel whe~ 
the voltage is being specified. 

In the discussion of the inversion layer formation in the previous section, the gate­
to-body voltage, which is the voltage drop across the oxide, was greater than V GS(th). It 
was also implicitly assumed that this voltage was spatially uniform along the length of the 
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Figure 22-6 Change in the inversion layer thickness from being (a) spatially unifonn at 
low drain current to being (b) spatially nonunifonn at larger drain current values. 

oxide from source to drain so that the inversion layer thickness would also be uniform. 
But in the structure of Fig. 22-6, the oxide voltage is actually V GS - V cs(x), as indicated 
in the figure. As ID increases, V cs(x) increases and the voltage across the oxide at the 
position x decreases. Since V cs(x) has its largest value, V DS' at x = L (the drain end of 
the channel). the voltage drop across the oxide, which determines the parameters of the 
inversion layer, will have its smallest value of V GS - V DS. The decrease in the oxide 
voltage from source to drain when ID is flowing means that the thickness of the inversion 
layer must also decrease from source to drain, as indicated in Fig. 22-6b. 

As the inversion layer thins out at the drain end of the channel, its resistance increases 
and the curve of I D versus V DS for a constant V GS begins to flatten out, as is shown in Fig. 
22-40. This produces the concave curvature in the ohmic region curves shown in Fig. 
22-40. The larger the drain current becomes, the flatter the ID versus V DS characteristic. 

But now an apparent dilemma develops. If ID is made large enough then V GS - V DS 

will get reduced to V GS(th). The inversion layer would essentially disappear at the drain 
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end and no current would be able to flow. In reality the situation is more complicated. As 
JD increases, the inversion layer does narrow down in thickness, as indicated. However, 
since the total current is the same everywhere in the channel, the current density at the 
drain end is higher, since the inversion layer thickness is less. Since the current is flowing 
by drift (there is no injection of minority carriers, since the junctions are shorted out by 
the inversion layer), the electric field parallel to the current flow is also larger at the drain 
end. (Recall J :::: crE and cr is constant.) 

This larger electric field at the drain end is important in two respects. First, as it 
becomes larger, the electric field (due to VGs) across the gate oxide at the drain end is 
becoming too small to maintain the inversion layer. The large electric field due to the 
constricted area of current flow takes over the maintenance of a minimum thickness of 
inversion layer at the drain end and thus circumvents the apparent dilemma mentioned in 
the preceding paragraph. Second, the velocity of the charge carriers is a function of the 
electric field with the velocity saturating at a constant value as the field is increased, as is 
indicated in Fig. 22-7. At the point where the field at the drain end is large enough to 
saturate the carrier velocity, the oxide voltage is approximately at the threshold value so 
that V GS - V DS :::: V GS(th) and the device is about to enter the active region. Further 
increases in V DD will increase the electric field in the narrowest part of the channel and 
will lead to a growth in the length of the minimum thickness region of the channel toward 
the source as diagrammed in Fig. 22-6b. The voltage drop across the oxide will remain 
fixed and thus so will the inversion layer thickness. Hence, for VDS > VGS - VGS(th)' the 
drain current remains relatively constant, as is indicated in the i-v characteristic of 
Fig. 22-4. 

If VGS is larger, then the inversion layer thickness is larger and a larger total current 
is required before the electric field at the drain end is large enough to cause carrier velocity 
saturation. Simple first-order theoretical calculations indicate that in the active region iD 
is given by Eq. 22-2, where the constant K is given by 

Electron 
drift 

velocity 

8 x 106 

W 
K:::: ILnCo"2L 

cm/s --------------~-.------

Electric 
L----------1.-

S
-

X
--'-10-

4
-V-/c-m---- field 

Figure 22-7 Electron drift velocity in silicon versus electric field 
intensity illustrating velocity saturation. The electron mobility is 
the incremental slope of the velocity versus electric field curve. 

(22-5) 
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with I-Ln being the inversion layer majority-carrier mobility and the other parameters are 
defined below. This equation points out one of the most important design considerations 
in the fabrication of MOSFETs, that in order to have appreciable gain, it is essential that 
the gate width W be much larger than the channel length L. In modem power MOSFETs 
the length L is kept to a minimum, consistent with breakdown voltage requirements, to 
minimize the on-state losses (typical channel lengths are a few micrometers). The WIL 
ratio is typically 105 or greater and is achieved by using many thousands of small source 
regions, as is indicated by Fig. 22-1. The effective gate width in this structure is the total 
peripheral distance around all the source regions. 

The square law iD-vGS relationship is not maintained at larger values of drain current 
but instead becomes a linear relationship, as indicated in Fig. 22-4b. The reason for the 
changeover to a linear relationship is that the mobility in Eq. 22-5 does not remain 
constant as iD increases, but instead decreases as the electric field in the inversion layer 
increases with increasing current. The mobility decreases both because of the velocity­
electric field relationship diagrammed in Fig. 22-7 and because larger values of V GS 

increase the free electron density in the channel. At larger carrier densities the mobility 
decreases because of what is termed carrier-carrier scattering (see Eq. 20-14a). 

22-5 SWITCHING CHARACTERISTICS 

22-5-1 MOSFET CIRCUIT MODELS 

MOSFETs are intrinsically faster than bipolar devices because they have no excess mi­
nority carriers that must be moved into or out of the device as it turns on or off. The only 
charges that must be moved are those on the stray capacitances and depletion layer 
capacitances, which are shown in the cross-sectional view of the MOSFET given in Fig. 
22-8. These capacitances can be modeled by the equivalent circuit shown in Fig. 22-9a, 
which is valid when the MOSFET is in cutoff or in the active region. Circuit models such 
as this are needed for a detailed study of the tum-on and tum-off characteristics of the 
MOSFET so that appropriate gate drive circuits can be designed. 

The drain-source capacitance shown in Fig. 22-8 is not included in the equivalent 
circuit because it does not materially affect any of the switching characteristics or 
waveforms. However, it should be considered when designing snubbers, for example, 
in Chapter 9 where a lossless capacitor snubber is needed in zero-voltage switch­
ing converter topologies. There Cds can be a part of the total snubber capacitance re­
quirement. 

The gate-voltage-controlled current source shown in the equivalent circuit is equal to 
zero when v GS < V GS(th) and is equal to g",(vGS - V GS(th») when the device is in the active 
region. This method of accounting for the flow of drain current in the active region is 
suggested by the fact that the transfer characteristic shown in Fig. 22-4b is linear over 
most of its range. The slope of the transfer characteristic in the active region is the 
transconductance g",. 

The MOSFET enters the ohmic region when v DS is equal to or less than v GS - V GS(th). 

In switch-mode power applications v GS :> V GS(th) when the device is on, so that the 
criteria for entering the ohmic region can be simplified to v DS < VGS• In the ohmic region 
the dependent current source model is no longer valid because the inversion layer is no 
longer nearly pinched off at the drain end of the channel but instead has a nearly spatially 
uniform thickness since vDS is quite small. The inversion layer essentially shorts the drain 
to the source and so the drain end of C gd is shown in the ohmic region equivalent circuit 
to Fig. 22-9b as grounded. An on-state resistance rDS(on) is added to the equivalent circuit 
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Figure 22-8 Cross-sectional view of an n-channel MOSFET showing the 
approximate origin of the parasitic capacitances that govern the switching speed of 
the device. 
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Figure 22-9 Circuit models (or MOSFETs for transient analysis: (a) MOSFET 
equivalent circuit for transient analysis in cutoff and active regions; (b) MOSFET 
equivalent circuit in the ohmic region; (c) variation in gate-drain capacitance with 
drain-source voltage. 
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to account for the ohmic losses, which arise principally from the drain drift region. There 
are other contributions to the on-state resistance such as ohmic losses in the channel, but 
they are usually small compared with the drain drift region contribution except for low­
breakdown-voltage devices. These other contributions will be discussed in later sections 
of this chapter. 

Note that the capacitances C gs and C gd are not constant but vary with the voltage 
across them because part of the capacitance is contributed by depletion layers. For ex­
ample, the gate-source capacitance is the combination of the electrostatic capacitance of 
the oxide layer in series with the capacitance of the depletion layer that fonns at the 
Si-Si02 interface. The most significant change in capacitance occurs in Cgd because the 
voltage change across it, vDS' is much larger than the voltage change across C gs' The 
change in Cgd with vDG (=vDS)' which is diagrammed in Fig. 22-9c, can be as large as 
a factor of 10 to 100. For approximate calculations of switching wavefonns, Cgd is 
approximated by the two discrete values Cgd1 and Cgd2 shown in Fig. 22-9c with the 
change in value occurring at VDS = vGS where the MOSFET is either entering or leaving 
the ohmic region. The gate-source capacitance will be assumed to be constant. 

22-5-2 SWITCHING WAVEFORMS 

The tum-on behavior of MOSFET embedded in a step-down dc-dc converter, a com­
monly encountered circuit in power electronics, will be examined. As was done for the 
analogous BJT circuit, the inductive load is modeled as a constant current source 10 in 
parallel with a diode Dfas shown in Fig. 22-10. The MOSFET is replaced in Fig. 22-10 
by its active region equivalent circuit. The gate is driven by an ideal voltage source, which 
is assumed to be a step voltage between zero and V GG in series with an external gate 
resistance RG • To keep the explanation simple, we assume that the free-wheeling diode in 
Fig. 22-10 is ideal with a zero reverse-recovery current. 

The tum-on wavefonns are shown in Fig. 22-11, where the gate drive voltage 
changes in a step function manner at t = 0 from zero to V GG' which is well above V GS(Ih)' 

During the tum-on delay time td(on) the gate-source voltage vGS rises from zero to V GS(Ih) 

+ 

Figure 22-10 A MOSFET used to switch a diode-clamped 
inductive load. The circuit is essentially that of a step-down dc­
dc converter: the equivalent circuit is valid for cutoff and active 
region transient analysis. 
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Figure 22-11 Turn-on voltage and current waveforms of the MOSFET 
embedded in a circuit having a diode-clamped inductive load with an ideal (zero 
reverse-recovery current) free-wheeling diode. 

because of the currents flowing through C gs and C gd' as is shown in Fig. 22-120. The rate 
of rise of v GS in this region is almost linear. although it is a part of an exponential curve 
shown dashed in Fig. 22-11, which has a time constant '1"1 RG(Cgs + Cgdl ). Beyond 
V GS(th), VGS continues to rise as before, and the drain current begins to increase according 
to the linearized transfer curve shown in Fig. 22-40. Therefore, the equivalent circuit 
shown in Fig. 22-12b applies. The drain-source voltage remains at Vd as long as io < 
10 and the free-wheeling diode Dtis conducting. The time required for io to build up from 
zero to 10 is the current rise time trio 

Once the MOSFET is carrying the full load current 10 but is still in ,the active region. 
the gate-source voltage becomes temporarily clamped at V GS,J., which is the gate- source 
voltage from the transfer curve of Fig. 22-4b needed to maintain io = 10 , The entire gate 
current iG , which is given by 

, VGG - VGs.Jo 'G = RG 
(22-6) 

flows through C gd. as is indicated in the equivalent circuit of Fig. 22-12c. This causes the 
drain-source voltage to drop at a rate 

(22-7) 
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Figure 22-12 Equivalent circuits used to estimate the turn-on current and voltage 
waveforms of the MOSFET used in the diode-clamped inductive load circuit: (a) equivalent 
circuit during td(on); (b) equivalent circuit during tri; (c) equivalent circuit for the tlvl 
interval; (d) equivalent circuit during tlv2' 

(Recall that v GS = VGS•1o during this interval so dVGs/dt = 0.) The decrease in VDS occurs 
in two distinct time intervals IlvI and IlvZ' The first time interval corresponds to the 
traverse through the active region where C gd = C gdI' The second time interval corre­
sponds to the completion of the transient in the ohmic region where the equivalent circuit 
shown in Fig. 22-12d applies and C gd = C gdZ ' 

Once the drain-source voltage has completed its drop to the on-state value of 
IorDS(on)' the gate-source voltage becomes undamped and continues its exponential 
growth to V GG' This part of the growth occurs with a time constant 1"z = RdCgs + C gdZ), 

and simultaneously the gate current decays toward zero with the same time constant, as 
is shown in the waveforms of Fig. 22-11. 

If the free-wheeling diode Df is not ideal but has a reverse-recovery current, then the 
switching waveforms are modified, as is shown in Fig. 22-13a. During the current rise 
time interval, the drain current increases beyond 10 to 10 + Irr because of the reverse­
recovery current of Df . This causes VGS to increase beyond VGS. 1o ' as is shown in Fig. 
22-13a. When the diode current snaps off and recovers to zero, there is a rapid decrease 
in VGS to VGS•1o' and this rapid decrease provides an additional current to Cgd in addition 
to iG , as is shown in the equivalent circuit of Fig. 22-13b. This additional current causes 
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Figure 22-13 Effect of free-wheeling diode reverse-recovery current on 
MOSFET current waveforms at tum-on: (a) MOSFET tum-on waveforms 
modified by free-wheeling diode tum-off; (b) equivalent circuit for estimating 
effect of free-wheeling diode reverse recovery. 

VVG and vvs to decrease very rapidly during this recovery interval, as is indicated in the 
waveforms of Fig. 22-13a. Once the reverse-recovery interval is over, the drain current 
is back to 10 , and the rest of the transient proceeds as in the ideal diode case shown in 
Fig. 22-11. 

The tum-off of the MOSFET involves the inverse sequence of events that occurred 
during tum-on. The same basic analytical approach used to find the tum-on switching 
waveforms can be used to find the tum-off waveforms. The tum-off waveforms and 
associated time intervals are shown in Fig. 22-14 for an assumed step change in the gate 
drive voltage at t = 0 from V GG to zero. The actual values of the switching times will vary 
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Figure 22-14 The MOSFET current and voltage wavefonns at tum-off 
in the diode-clamped inductive load circuit. The free-wheeling diode is 
assumed to be ideal. 

depending on whether the gate drive voltage is set to zero or made negative to speed up 
the transient. Moreover, the value of RG used during tum-off may be different from that 
used during tum-on. 

During turn-on and tum-off, the instantaneous power loss occurs primarily during the 
crossover time tc indicated in Figs. 22-11, 22-13, and 22-14 where p(t) = vosio is high. 
Since the MOSFET capacitances do not vary with the junction temperature, the switching 
power losses in the MOSFET are also independent of the junction temperature. However, 
the on-state resistance does vary with temperature, and thus the conduction loss will vary 
with junction temperature. 

22-6 OPERATING LIMITATIONS AND SAFE OPERATING AREAS 

22-6-1 VOLTAGE BREAKDOWN 

MOSFETs have two voltage ratings that should not be exceeded: V GS(max) and BV oss. The 
maximum allowable gate- source voltage V GS(max) is detennined by the requirement that 
the gate oxide not be broken down by large electric fields. Good-quality thermally grown 
Si02 breaks down at electric field values on the order of 5 X 106

_ 10 X 106 V fcm. This 
means that a gate oxide WOO A. thick can theoretically withstand a gate- source voltage 
of 50- 100 V. Typical specifications for V GS(max) are 20-30 V, which indicates that 
device manufacturers put a margin of safety into their ratings. This is done because the 
breakdown of the gate oxide means permanent failure of the device. Note that even static 
charge inadvertently put on the gate oxide by careless handling may be sufficient to 
rupture the oxide. The device user should carefully ground himself before handling any 
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MOSFET to avoid any static charge problems. If transient gate-source voltages in excess 
of V GS(max) are a possibility, the gate should be protected by a series connection of two 
zener diodes connected back to back between the gate and source terminals. The break­
down voltage of the zeners should be less than V GS(max)' 

The maximum allowable drain-source voltage BV DSS is the largest voltage the 
MOSFET can hold off without avalanche breakdown of the drain-body pn junction. 
Large values of breakdown voltage are achieved by the use of the lightly doped drain drift 
region. The lightly doped drain drift region is used to contain the depletion layer of the 
reverse-biased drain-body junction. The length of the drift region is determined by the 
desired breakdown voltage rating and is given roughly by Eq. 20-2. The light doping of 
the drift region compared to the heavy doping of the body region ensures that the depletion 
layer of the junction does not extend far into the body toward the source region so that 
breakdown via reach-through (described in conjunction with the BJT) is avoided. 

The relatively sharp curvature of the diffused p-type body region shown in Fig. 22-1 
might lead to a reduction of BV DSS if proper corrective steps are not taken. The extension 
of the gate metallization over the drain drift region that was pointed out in earlier sections 
of this chapter acts as a field plate that reduces the curvature of the depletion region. This 
in tum prevents a severe reduction of the breakdown voltage. 

22-6-2 ON-STATE CONDUCTION LOSSES 

Except at higher switching frequencies, nearly all of the power dissipated in a MOSFET 
in a switch-mode power application occurs when the device is in the on state. The 
instantaneous power dissipation in the on state of the MOSFET is given by 

Pon = l~rDs(on) (22-8) 

The on-state resistance has several components, as is illustrated in Fig. 22-15. At lower 
breakdown voltages (a few hundred volts or less), all of these resistance components 
contribute more or less equally to the total on-state resistance. The device manufacturer 
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Figure 22-15 On-state resistance components in an n-channel enhancement mode MOSFET. 
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attempts to minimize all of the contributions by using the heaviest doping in each region 
consistent with other requirements such as breakdown voltage requirements. An example 
of the detailed attention paid to these resistance contributions is given by the extension of 
the gate metallization over the drain drift region where it protrudes to the silicon surface 
between the p-type body regions. This overlapping of the gate metal allows the gate­
source bias to enhance the conductivity of the drift region at the interface region between 
the drift region and the gate oxide by attracting additional free electrons to the interface 
and creating an accumulation layer. 

A premium is also placed on dimensional control of the MOSFET features so that the 
lengths of current paths in highly resistive regions are minimized. Generally speaking, the 
design of the source cell and its dimensional tolerances have the greatest impact on rOS(on) 

in low-breakdown-voltage MOSFETs. The significant progress that has been made in 
reducing the on-state losses in lower voltage MOSFETs is attested to by the fact that 
except at perhaps very high current levels, MOSFETs can have lower conduction losses 
than BJTs for breakdown voltage ratings below a few hundred volts. 

Two of the resistance components, the channel resistance and the accumulation layer 
resistance, are affected by the gate-source bias as well as doping and dimensional 
considerations. In both of these components larger values of gate-source bias will lower 
these resistances. Hence, it is desirable to use as large a value of gate- source drive 
voltage as possible consistent with other considerations such as gate oxide breakdown. 

For BY oss greater than a few hundred volts, the drain drift region resistance Rd 
dominates the on-state resistance. An optimistic estimate of the specific resistance 
(O-cm2) of the drift region as a function of breakdown voltage rating can be obtained 
using Eq. 20-20. The result is 

Vd - = RdA = 3 x 1O-7BY~ss (22-9) 
J 

where A is the cross-sectional area through which the drain current flows. Experimental 
results and more exact theoretical treatments indicate that the dependence is actually 
BYUi 2.7• Because of the steep dependence of Rd on the breakdown voltage rating, 
MOSFETs will have higher on-state losses at the larger blocking voltages compared 
with BITs. 

The on-state resistance increases significantly with increasing junction temperature. 
This in tum means that the on-state power dissipation will increase with temperature in 
most power electronic applications like that illustrated in Fig. 22-10. The positive tem­
perature coefficient of the on-state resistance arises from the decrease of the carrier 
mobility as the semiconductor temperature increases. This occurs because at higher tem­
peratures the charge carriers undergo more collisions per unit time with the semiconductor 
lattice because each lattice atom has a larger amplitude of vibration at higher tempera­
tures. The mobility is approximately inversely proportional to the number of collisions per 
unit time with the lattice, and rOS(on) is inversely proportional to the mobility. 

22-6-3 PARALLELING OF MOSFETs 

MOSFETs can be paralleled very easily, as are the two shown in Fig. 22-16, because of 
the positive temperature coefficient of their on-state resistance. For the same junction 
temperature, if rOS(on) of T2 exceeds that of T], then during the on state, Tl will have a 
higher current and thus higher power loss compared to T2 , since the same voltage appears 
across both transistors. Therefore, the junction temperature of T] will increase along with 
its on-state resistance. This will cause its share of current to decrease and, hence, there is 
a thermal stabilization effect. 
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Figure 22-16 Parallel connection of MOSFETs. A small damping resistance 
should be included in series with the gate of each MOSFET to minimize any 
possible high-frequency oscillation. 

During switching, the current in each MOSFET is detennined by the transfer char­
acteristic, as was explained in previous sections (see Fig. 22-4). The variation in the 
transfer characteristic from one device to another of the same part number is modest. 
Hence, it is best to keep the gate-source voltage of the paralleled transistors the same 
during switching so that they share approximately equal currents during switching. How­
ever, the gates cannot be directly connected together, but rather a small resistance or 
ferrite bead must be used in series with the individual gate connections, as is shown in 
Fig. 22-16. This is because the gate inputs are highly capacitive with almost no losses, 
although some stray inductance is always present. The stray inductances in combination 
with the gate capacitances can result in unwanted high-frequency oscillations in the 
MOSFETs, which are avoided by the damping resistance shown in Fig. 22-16. Another 
consideration to keep in mind while paralleling MOSFETs is that their layout should be 
symmetrical. 

22-6-4 PARASITIC BIT 

The MOSFET has a parasitic BIT as an integral part of its structure, as is shown in Fig. 
22-1. The body region of the MOSFET serves as the base of the BIT, the source as the 
BIT emitter, and the drain as the BIT collector. The beta of this parasitic BIT may be 
significantly greater than 1 because the length of the body region where the channel of the 
MOSFET is formed is kept as short as possible to help minimize the on-state resistance. 

It is imperative that this BIT be kept cut off at all times by keeping the potential of 
the parasitic base as close to the source potential as possible. This is the purpose of the 
body-source short mentioned previously and shown in Fig. 22-1. If the base of the 
parasitic BIT were allowed to float, two potential problems would arise. First, the break­
down voltage of the MOSFET would be reduced from BV DSS = BV CBO to BV CEO' a drop 
that might be as large as 50%. This drop in breakdown voltage could lead to excessive 
power dissipation because of large breakdown currents if the drain-source voltage ex­
ceeded the reduced breakdown voltage. 

Second, the base-emitter potential may get large enough for the BIT to tum on and 
possibly go into saturation, a condition termed latchup. This situation is dangerous be­
cause there will be significant power dissipation, and worse yet, the BIT cannot be turned 
off via the base terminal because the base is not accessible. The only way to tum off the 
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BJT once latchup has occurred is to interrupt the flow of drain current external to the 
device. 

Although the body-source short is quite effective in preventing BJT turn-on from a 
static viewpoint, it does not guarantee that tum-on cannot occur during high-speed turn­
off of the MOSFET. The base of the parasitic BJT is connected to the drain tenninal by 
a portion of the drain-gate capacitance, as is shown in Fig. 22-17 a and 22-17 b. If the rate 
of rise of vDS is large enough during tum-off of the MOSFET, the displacement current 
through the coupling capacitor in Fig. 22-17 to the base of the BIT may be large enough 
to induce a voltage drop in the parasitic resistance connected between the base and 
emitter, as is shown in Fig. 22-17a, to turn the BJT on. This parasitic resistance arises 
from the distributed nature of the base (body) region and the remote location of the 
body - source short compared to the interior of the body region. This potential BIT tum-on 
mechanism imposes a maximum rate of rise dVDSldt on the MOSFET. Fortunately, this 
potential problem has been recognized by device designers and has been largely elimi­
nated. Modem power MOSFETs have dVDSldt capabilities in excess of W,OOO V/JJ.S. This 
potential problem can be easily circumvented by slowing down the switching speed of the 
MOSFET by using larger values of gate resistance RG and smaller values of tum-off gate 
drive. 

This unwanted tum-on is most likely to happen in bridge circuits such as shown in 
Fig. 22-17c where the integral or parasitic diode (the base-collector diode of the parasitic 
BIT) mentioned previously is used as the free-wheeling diode. When T + and T _ are both 
off, the integral diode of T _ is carrying the load current. At the end of the blanking time, 
T + is turned on and the integral diode of T _ undergoes reverse recovery and the reverse­
recovery current flows through the C gd of T _. If the reverse recovery (snap-off) of this 
integral diode is very fast, a large positive dVDSldt will be imposed on Cgd and the 
combination of this displacement current plus the reverse-recovery current may be suf­
ficient to tum on the parasitic BJT of T _, as discussed in the preceding paragraph. This 
will result in the destruction of T _ since the parasitic BJT will be conducting a large 
current while the full voltage between the positive and negative power supply rails is 
applied across the drain-source terminals of T_. 

This problem can be solved by using the circuit shown in Fig. 22-17d, where an 
external free-wheeling diode is used and another diode DL is put in series with each 
MOSFET, as is indicated in the figure. The DL diodes prevent any current flowing through 
the parasitili: diode when the MOSFET is controlled to be off and so all of the current is 
forced to flow through the external free-wheeling diode. In the off state the DL diodes need 
only block the on-state voltage of the free-wheeling diodes, which will be small (a few 
volts) so Schottky diodes could be used for DL+ and DL _. Fortunately MOSFETs with 
BV DSS less than about 200 V are now available where the reverse-recovery current of the 
parasitic diodes is minimized and the parasitic body-source resistance is small enough so 
that the MOSFETs can be used, as shown in Fig. 22-17c. 

22-6-5 SAFE OPERATING AREA 

The SOA of a power MOSFET is shown in Fig. 22-18. Three factors detennine the SOA 
of the MOSFET: the maximum drain current IDM; the internal junction temperature Tj , 

which is governed by the power dissipation in the device; and the breakdown voltage 
BV DSS' These limiting factors have been discussed to some extent already in this chapter 
and are analogous to those of the BIT and so need no further elaboration. The MOSFET 
does not have any second breakdown limitations as does the BJT, and so none show up 
on the SOA. 
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Figure 22-17 Potential mechanism for turn-on of the parasitic BIT in a power MOSFET: (a) CI'OSli 

section of the MOSFET showing how the parasitic BIT might be turned on by a fast-rising drain­
source voltage; (b) equivalent circuit of the MOSFET showing the potential turn-on of the parasitic 
BIT; (c) mechanism of possible destruction of MOSFETs used in a bridge configuration. This latchup 
can be prevented using diodes DL + and DL - instead of directly connecting Df + and Df - to the 
MOSFET drains. 
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For switch-mode applications, the SOA of the MOSFET is square, as is indicated in 
Fig. 22-18. There is no distinction between forward-bias and reverse-bias SOAs for the 
MOSFET; they are identical. 

SUMMARY 

This chapter has studied the structure and characteristics of MOSFETs designed for power 
applications: 

I. The MOSFETs have a vertically oriented structure with a lightly doped drain drift 
region and a highly interdigitated gate- source structure. 

2. The MOSFET is a normally-off device, and it is turned on by the application of a 
sufficiently large gate- source voltage to induce an inversion layer in the MOSFET 
channel region that shorts the drain to the source. 

3. The MOSFET turns on and off very rapidly because it is a majority-carrier device and 
there is no stored charge that must be injected into or removed from it as there is with 
the BIT. 

4. On-state losses in a MOSFET rise much more rapidly with blocking voltage rating than 
do those in a BIT. 

5. Because the MOSFET is a majority-carrier device, its on-state resistance has a positive 
temperature coefficient, which makes it easy to parallel MOSFETs for increased 
current-handling capability. 

6. The SOA of a MOSFET for switch-mode applications is large (rectangular) because it 
is not subject to second breakdown. 
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7. The MOSFET has a parasitic BJT in its structure that may latch in the on state in 
extreme circumstances, such as very large rates of increase in the drain- source volt­
age. Latchup of MOSFETs is most likely to occur in bridge circuits. 

8. The large SOA of the MOSFET means that in most situations snubber circuits are not 
needed for the device. 

PROBLEMS 

22-1 The small-signal gate- source capacitance of a MOSFET decreases as V GS is increased from zero 
volts. For V GS> V GS(th), the small-signal capacitance is constant. Qualitatively explain the reasons 
for this behavior. 

21-2 An n-channel MOSFET is to be used in a step-down converter circuit. The dc voltage V d = 300 V, 
the load current 10 = 10 A, the free-wheeling diode is ideal, and the MOSFET is driven by a 15-V 
(base-to-peak) square wave (50% duty cycle and zero dc value) in series with 50 n. The MOSFET 
characteristics are VGS(th) = 4 V,ID = 10 A at V GS = 7 V, Cgs = 1000 pF, Cgd = ISO pF, and 
rDS(on) = 0.5 n. 
(a) Sketch and dimension vDS(t) and iD(t). 

(b) Estimate the power dissipation at a switching frequency of 20 kHz. 

22-3 The switching times of a MOSFET with VGS(th) = 4 V, 8m = I mho, and Cgs = 1000 pF are 
measured in a resistively loaded test circuit having a load resistance RD = 25 n and a power supply 
voltage Vd = 25 V. The MOSFET is driven by a unipolar square wave of IS V in series with 5 n. 
The measured switching times are ~v = tri = 30 ns and tfi = trv = 70 ns. The MOSFET is to be 
used in a resistively loaded circuit having RD = ISO n, V d = 300 V, and the drive circuit is a 15-V 
unipolar square wave in series with 100 n. What will the switching times be in this circuit? 

22-4 The MOSFET used in Problem 22-3 has an on-state resistance rDS(on) = 2 n at a junction tem­
perature Tj = 25°C. This resistance increases linearly with increasing Tj , becoming equal to 3 n at 
Tj = 100°C. Plot the power dissipated in the MOSFET versus Tj when the MOSFET is used in the 
circuit of Problem 22-3 (RD = ISO nand Vd = 300 V). Assume a switching frequency of 10 kHz. 

22-5 Three MOSFETS, each rate at 2 A, are to be used in parallel to sink 5 A load current when they 
are on. The nominal on-state resistance of the MOSFETs is 2 n at Tj = 25°C, but measurements 
indicate that the actual values for each MOSFET are rDS(on)l = 1.8 n, r D S(on)2 = 2.0 n, and 
rDS(on)3 = 2.2 n. The on-state resistance increases linearly with temperature and is 1.8 times larger 
at Tj = 125°C. How much power is dissipated in each MOSFET at ajunction temperature of 105°C? 
Assume a 50% duty cycle. 

22-6 A hybrid power switch composed of a MOSFET and a BIT connected in parallel is to be used in 
a switch-mode power application. Explain what the advantages of such a hybrid switch are and what 
the relative timing of the tum-on and tum-off of the two devices should be. 

22-7 Design a MOSFET similar to that shown in Fig. 22-la for a breakdown voltage BV DSS = 750 volts. 
Specify the channel length (drain-source distance), drift region doping density and length. You may 
assume that the body region doping density Nbody = 5 X 1016 cm- 3

• 

22-8 Consider the equivalent circuit for the power MOSFET shown in Fig. 22-17b which includes the 
parasitic BJT. Approximately estimate the rate of rise of the drain-source voltage, dvDsldt, that will 
tum on the BIT. Express your answer in tenns of the gate-drain capacitance, Cgd' the body 
resistance, Rbody , and other pertinent circuit parameters. 

22-9 The gate oxide for a power MOSFET is 500 angstroms thick. What should be the maximum 
gate-source voltage, V gs.max? Include a 50% factor of safety. Assume the breakdown field strength 
of the gate dielectric is 5 x 106 V/cm. 

22-10 The transfer curve, iD versus VGS, of a power MOSFET operating in the active region is approxi­
W 

mately given by iD = 1L,,cox 2L [vGS - V Gs(th)l where Cox is given by Eq. (22-4) and W = NWceU ' 
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N is the number of identical cells connected in parallel and W cell is the effective width of the gate 
in each cell. A power MOSFET is to be designed to conduct a drain current of 100 A when 
VGS = 15 V and the threshold voltage VGS(''') = 4 V. Assume L = I micron, Weell = 20 microns, 
and tox = 1000 angstroms. 

(a) How many cells are required for this MOSFET? 

(b) How much current is carried by each cell? 

22-11 A power MOSFET with a breakdown rating BV DSS = 800 V must conduct 10 amps when on with 
a maximum on-state voltage VDS.on = 4 V. If the current density in the MOSFET must be limited 
to 200 A/cm2

, estimate the conducting area which is required. 

22-12 What is the approximate gate-source capacitance of the MOSFET described in Problem 22-10? The 
gate oxide is 1000 angstroms thick. 

22-13 A MOSFET step-down converter such as shown in Fig. 22-10 operates at a switching frequency of 
30 kHz with a 50% duty cycle at an ambient temperature of 50°C. The power supply Vd = 100 V 
and the load current 10 = 100 A. The free-wheeling diode is ideal but a stray inductance of 100 
nanohenries is in series with the diode. The MOSFET characteristics are listed below: 

BVDss = 150 V; Tj •max = 150°C; Re,j.a = IOC/W; rDS(on) = 0.01 ohm 
tri = tfi = 50 ns; trv = tfv = 200 ns; ID.max = 125 A 

Is the MOSFET overstressed in this application and if so, how? Be specific and quantitative in your 
answer. 

22-14 Consider the MOSFET step-down converter circuit shown in Fig. 22-10. The voltage rise and fall 
times, trv and trv, are significantly larger than current rise and fall times, tri and tfi particularly at 
larger power supply voltages (> 100 V). Briefly explain why this is so. Assume that the values of 
Cas and Cad are constant and independent of VDS' that CadI = Cad2 = Cad' and that the free­
wheeling diode Df is ideal. 
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CHAPTER 23 

THYRISTORS 

23-1 INTRODUCTION 

Thyristors (sometimes tenned SCRs, meaning semiconductor-controlled rectifiers) are 
one of the oldest (1957 in General Electric Research Laboratories) types of solid-state 
power device and still have the highest power-handling capability. They have a unique 
four-layer construction and are a latching switch that can be turned on by the control 
tenninal (gate) but cannot be turned off by the gate. The characteristics of the thyristor 
(particularly their large power-handling capability) ensures that they will always have 
important power electronic applications. Thus, the designer and user of power electronic 
devices and circuits must have a working knowledge of these devices. 

23-2 BASIC STRUCTURE 

596 

The vertical cross section of a generic thyristor is shown in Fig. 23-1a. The approximate 
thicknesses of each of the four alternating layers of p-type and n-type doping that com­
prise the structure are indicated as well as the approximate doping densities. In tenns of 
their lateral dimensions, thyristors are among the largest semiconductor devices made. A 
complete silicon wafer as large as 10 cm in diameter may be used to make a single 
high-power thyristor. Plan views of two different gate and cathode layouts are shown in 
Fig. 23-1b. The distributed gate structure is for a large-diameter (IO-cm) thyristor while 
the localized gate electrode structure is for a smaller diameter thyristor. In general, the 
layout of the gates and cathodes of thyristors varies greatly depending on the diameter of 
the thyristor, the intended dUdt capability, and the intended range of switching speeds. 

The circuit symbol for the thyristor is shown in Fig. 23-1c. It is essentially the symbol 
of a diode (or rectifier) with a third control tenninal, the gate, added to it. The voltage and 
current conventions for the thyristor are shown in the figure. 

The vertical cross section of the thyristor appears similar to that of the BIT, including 
some of the doping densities and layer thicknesses. The cathode is in the same location 
as the emitter of the BJT and the thyristor gate location is analogous to the base of the 
BIT. The n - region of the thyristor absorbs the depletion layer of the junction that blocks 
the applied voltage when the thyristor is in the off state, thus performing the same function 
as the n - collector drift region of the BIT. 

The p layer that fonns the anode of the thyristor is a feature of the thyristor struc~ 
not found in the BIT. This anode layer causes the thyristor to have characteristics quite 
different from those of the BIT. 
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Figure 23-1 Structural details of a generic thyristor: (a) vertical cross section; 
(b) gate and cathode layouts; (c) circuit symbol. 

23-3 /-17 CHARACTERISTICS 

The uniqueness of the thyristor 1ies principal1y in its i-v characteristic (anode current iA 
as a function of the anode-to-cathode voltage v AX), which is shown in Fig. 23-2. In the 
reverse direction the thyristor appears similar to a reverse-biased diode, which conducts 
very little current until avalanche breakdown occurs. For a thyristor the maximum reverse 
working voltage is tenned VRWM (devices with values of VRWM as large as 7000 V are 
available). In the forward direction the thyristor has two stable states or modes of oper­
ation that are connected together by an unstable mode that appears as a negative resistance 
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Forward blocking 
state 

Figure 23-2 Current-voltage characteristic of a thyristor. 

on the i-v characteristic. The low-current, high-voltage region is the forward-blocking 
state or the off state, and the low-voltage, high-current mode is the on state. Both of these 
states are indicated on the i-v characteristic. In the on state a high-power thyristor can 
conduct average currents as large as 2000- 3000 A with on-state voltage drops of only a 
few volts. 

Specific voltage and current values in the forward-bias quadrant of the i-v charac­
teristic are of interest to the user and appear on specification sheets. The holding current 
IH represents the minimum current that can flow through the thyristor and still maintain 
the device in the on state. This current value and the accompanying voltage across the 
device, termed the holding voltage V H' represent the lowest possible extension of the 
on-state portion of the i-v characteristic. For the forward-blocking state, the quantities of 
interest are the forward-blocking voltage VBO (sometimes termed the breakover voltage 
V BO because the i-v curve breaks over and goes to the on-state portion of the character­
istic) and the accompanying breakover current IBO . 

The breakover voltage and current are defined for zero gate current, that is, the gate 
is open-circuited. If a positive gate current is applied to the thyristor, then the transition 
or breakover to the on state will occur at smaller values of anode-to-cathode voltage, as 
indicated in Fig. 23-2. As indicated in this figure, the thyristor will switch to the on state 
at low values of v AK if the gate current is reasonably large. Although not indicated on the 
i-v characteristic, the gate current does not have to be a dc current, but instead can be a 
pulse of current having some minimum time duration. This ability to switch the thyristor 
on by means of a current pulse has been the basis of the widespread applications of the 
device. 

However, once the thyristor is in the on state, the gate cannot be used to turn the 
device off. The only way to turn off a thyristor is for the external circuit to force the 
current through the device to be less than the holding current for a minimum specified time 
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period. Special designs of thyristors tenned GTO (gate tum-oft) devices have been de­
veloped where the gate can be used to tum off the device. These devices will be discussed 
in the next chapter. 

23-4 PHYSICS OF DEVICE OPERATION 

23-4-1 BLOCKING STATES 

In describing how the thyristor operates from a physical point of view, it is convenient to 
consider the device as the idealized one-dimensional structure shown in Fig. 23-3a. An 
approximate low-frequency equivalent circuit composed of a pnp and an npn transistor is 
shown in Fig. 23-3b, which is easily derived from the one-dimensional model. 

In the reverse-blocking state, the anode is biased negative with respect to the cathode. 
Junctions 11 and 13 indicated in Fig. 23-3a are reverse biased and 12 is forward biased. 
Junction 11 must support the reverse voltage because 13 has a low breakdown voltage as 
a consequence of the heavy doping on both sides of the junction (examine Fig. 23-1). The 
reverse-blocking capability of junction 11 is usually limited by the length of the n- (nl) 
region, which is approximately set by the avalanche breakdown limit given by Eq. 20-3. 

In the forward-blocking state, the junctions 11 and 13 are forward biased and 12 is 
reverse biased. The doping densities in each of the layers are such that the n- layer 
(nl layer) is where the depletion region of the reverse-biased 12 junction appears, and thus 
this region again determines the blocking voltage capability, this time for the forward­
blocking state. Generally, the thyristor is designed so that the forward-blocking voltage 
VBO will be about the same as the reverse-blocking voltage VRWM • 
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Figure 23-3 Simplified models of a thyristor: (a) one-dimensional model of a thyristor; 
(b) two-transistor equivalent circuit of a thyristor. 
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The values of V 80 and V RWM begin to fall rapidly with increasing temperature as the 
junction temperature rises above roughly 150°C. The detailed explanation for this tem­
perature dependence is beyond the scope of this discussion. Suffice it to say, most device 
manufacturers specify the maximum junction temperature for their thyristors at 125°C. 

On the basis of the bias conditions of the three junctions in the forward-blocking 
state, it can be concluded that both transistors QI and Q2 in the thyristor equivalent circuit, 
Fig. 23-3b, are in the active region. Recognition of this fact makes possible a relatively 
simple, although admittedly qualitative, explanation of the forward-bias i-v characteristic 
of the thyristor. A BJT in the active region can be described, at low frequencies, by the 
Ebers-Moll equations. For transistors QI and Q2 in the active region, these equations are 
(the reader is referred to the references for a detailed derivation of these relations) 

ICI = -alIEI + IcOl 

IC2 = -a21E2 + Ic02 

where the leakage current I co is given by 

Ico = Ics[l - afa ,] 

(23-1 ) 

(23-2) 

(23-3) 

In Eq. 23-3, Ics is the reverse saturation current of the collector-base diode with the 
emitter open-circuited and af and a, are the forward active mode and reverse active mode 
base transport coefficients (or alphas where a = /3/[1 + /3]), respectively, of the tran­
sistors. (In the description of how an npn BJT operates, which is given in Chapter 21, the 
base transport factor is the ratio of the electron current at the collector divided by the 
injected electron current at the emitter, or using the notation of Eqs. 21-2 through 21-4, 
a = In) lne .) If we note that IA = lEI and that IK = -1m = IA + IG and setting the sum 
of all the currents into one of the transistors to zero, it can be shown that IA is given by 

a21G + IcOl + Ic02 
IA = --'-----~ 

I - (0.1 + 0.2) 
(23-4) 

In the blocking state the sum of 0. 1 + 0.2 must be much less than unity so that the anode 
current IA can be kept quite small, ranging from microamperes for low-current devices to 

a few hundred milliamperes for high-current thyristors. 

23-4-2 TURN-ON PROCESS 

Equation 23-4 indicates that if 0.1 + 0.2 approaches unity, the anode current will be 
arbitrarily large. If this occurs, the thyristor will be at the breakover point where it is about 
to go into the negative-resistance state, where the current gain (/3) of both BJTs is greater 
than I. The negative-resistance region is unstable because of the regenerative (positive­
feedback) connection of the two transistors. Once in this region, the device will quickly 
carry itself to the stable on state. The key to the tum-on process is then understanding how 
the base transport coefficients (alphas) of the BJTs can be increased from the small values 
required for blocking state operation to the point where their sum is unity. 

The mechanism that causes alphas to increase is the growth of the depletion region 
of junction 12 into the n l layer as the anode-cathode voltage is increased. This causes the 
effective base thickness of the PlnlP2 BJT to get smaller and, hence, for apnp to increase. 
The extension of the 12 depletion layer into the P2 region (the base region of the npft 
transistor) will likewise cause an increase in anpn. 

The combination of the positive-feedback connection of the npn and pnp BJTs and the 
current-dependent base transport factors is what makes it possible for the gate tenninal to 
effect a turn-on of the thyristor. If a positive gate current of sufficient magnitude is applied 
to the thyristor, a significant amount of electron injection across the forward-biased J] 
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junction into the P2 base layer of the npn transistor will occur. The electrons will diffuse 
across the base and be swept across junction J2 into the nI base layer of the pnp transistor. 

These extra electrons in the nI layer will have two simultaneous effects. First. the 
depletion layer of junction J2 will grow in thickness because additional positive space 
charge from ionized donors is needed to partially compensate for the negative space 
charge of the electrons. This growth of the depletion layer into the n) layer will reduce the 
effective base thickness of the pnp transistor and thus cause upnp to get larger. Second, the 
injection of majority carriers (electrons) into the base of the pnp transistor will cause 
the injection of holes into this base layer (because of space charge neutrality requirements) 
via injection from the base-emitter junction of the pnp transistor (the PIn) junction). 
These injected holes will diffuse across the base and be swept across the depletion region 
of the J2 junction and into the base region of the npn BlT. These holes will cause a further 
increase in electron injection (because the positive space charge of the holes attracts the 
electrons from the n2layer) into the base region of the npn BlT. These additional injected 
electrons will go through the same cycle just described for the initial injection of elec­
trons. This positive reinforcement is thus a regenerative process. 

This regenerative action carries the thyristor into the on state. The large current flow 
between the anode and cathode injects enough carriers into the base regions to keep the 
BlTs saturated without any continuous gate current flow. This is the origin of the latching 
action of the thyristor described earlier. 

23-4-3 ON-STATE OPERATION 

In the on state there is strong minority-carrier injection in all four regions of the thyristor 
structure. The stored charge distribution in the four regions is shown schematically in Fig. 
23-4. Junction J2 is forward biased, and the BlTs in the equivalent circuit are saturated. 
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Figure 23-4 On-state carrier distributions in a thyristor. 
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In this situation large forward currents can flow (dictated by the external circuit), and only 
a small forward voltage drop occurs because of the large conductivity modulation repre­
sented by the stored charge distribution illustrated in Fig. 23-4. The on-state voltage is 
given approximately by 

(23-5) 

where the V/s are the forward-bias junction voltages (0.7-0.9 V) and Vn-, which is on 
the order of a few tenths of a volt, is relatively independent of the current through the 
device and is given approximately by Eq. 20-13. The value of V AK(on) in Eq. 23-5 is quite 
similar to the expression for the on-state voltage of a diode (Eq. 20-17). At large current 
densities, the on-state voltage will increase with increasing current because of Auger 
recombination and reduction in carrier mobilities as described in Chapter 20 as well as 
parasitic ohmic resistances. The net effect of these factors is an on-state resistance. 

23-4-4 TURN-OFF PROCESS 

As we mentioned previously, once the thyristor is latched into the on state, the gate 
terminal no longer has any control over the state of the device. In particular, the gate 
cannot be used to turn the thyristor off. Turn-off can be accomplished only the external 
circuit, reducing the anode current below the holding current for a minimum specified 
period of time. During this time period, the simultaneous action of internal recombination 
and carrier sweep-out will remove enough stored charge so that the BITs are pulled out 
of saturation and into the active region. When this occurs, the device will turn off via the 
regenerative connection of the transistors. 

In the standard thyristor, a negative gate current cannot turn off the device because 
the cathode region is much greater in area than the gate area. When a negative gate current 
flows, it can only locally reverse bias the gate-cathode (base-emitter of the npn tran­
sistor) junction, as is shown in Fig. 23-5. Lateral voltage drops in the P2 region caused by 
the negative iG will result in current crowding toward the center of the cathode region 
similar to emitter current crowding during the turn-off of a BIT. The anode current that 
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Figure 23-5 Current density distribution in a thyristor during 
attempted turn-off with a negative gate current illustrating current 
constriction at the center of the cathode. 
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now flows more in the center of each cathode region keeps the gate-cathode junction 
forward biased in this center portion and the thyristor stays on in spite of a negative gate 
current. 

23-5 SWITCHING CHARACTERISTICS 

23-5-1 TURN-ON TRANSIENT AND dildt LIMITATIONS 

In describing the turn-on transient of a thyristor, we will assume that the device is 
embedded in the circuit of Fig. 23-6, which is a simplified diagram of a multiple-phase 
controlled rectifier. Turn-on of a thyristor is accomplished by applying a pulse of current 
of specified magnitude and duration to the gate of the device. The gate current is applied 
at 1= 0, as is shown in Fig. 23-7, to thyristor TA in Fig. 23-6 with 1= 0 corresponding 
to a time when the voltage in phase A is larger than in the other two phases. The resulting 
wavefonns for the anode current and anode-cathode voltage are shown in Fig. 23-7. The 
anode current increases at a fixed rate di~dl, which is set by the external circuit because 
of the switching times of other devices or because of stray inductance in the circuit. Three 
distinct time intervals can be defined: the tum-on delay time Id(on)' the rise time In and the 
spreading time Ips. 

During the tum-on delay time, the thyristor appears to remain in the blocking state. 
However, the gate current during this time is injecting excess carriers into the P2layer (the 
base of the npn transistor in the equivalent circuit) in the vicinity of the gate contact, as 
is illustrated in Fig. 23-8a. This increase in excess carriers causes the sum of the base 
transport factors a I + a2 to increase until they equal unity. At this point, the thyristor is 
at breakover and heavy electron injection into the P2 layer from the n2 cathode layer and 
hole injection from the PI layer into the nl layer commences in the vicinity of the gate 
regions, as is illustrated in Fig. 23-8b. The anode current begins to increase, and this 
marks the end of the turn-on delay time and the start of the rise time interval. 

During the rise time interval, a large excess-carrier density or plasma is built up in the 
vicinity of the gate regions, which then spreads laterally across the face of the cathode 
until the entire cross-sectional area of the thyristor is filled with a high excess-carrier 

Figure 23-6 Multiple-phase-controlled rectifier using thyristors. 
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Figure 23-7 Thyristor voltage and current wavefonns during turn-on. 

density. Simultaneously, there is the commencement and growth of carrier injection from 
the PI anode region into the n layer that fOnDS the base of the pnp transistor. The rate of 
current rise is usually large enough that the anode current reaches its constant on-state 
value in significantly shorter times than are required for the excess-carrier injection to 
spread laterally across the entire face of the cathode region. The attainment of the on-state 
value of the anode current marks the end of the rise time interval. 

As the excess-carrier density becomes established and grows, as is shown in Fig. 
23-8b, the anode-cathode voltage begins to drop. During the rise time interval, the 
voltage drop is fairly rapid because the localized regions of high excess-carrier densities 
in the vicinity of the gate regions provide a significant reduction in the blocking capa­
bilities of the thyristor. Even after the rise time interval is over, the plasma still continues 
to spread over the lateral area of the thyristor, as is shown in Fig. 23-8b, until the thyristor 
is completely shorted out by the large excess-carrier densities. The time required for the 
plasma to spread from the initial regions around the gate terminals to the entire device 
cross section is the plasma-spreading time tps. Typical rates of plasma spreading are given 
in terms of the plasma-spreading velocity, which has values in the range of 20- 200 
~m/~s. For large-area devices having diameters of centimeters, it can take several hun­
dred microseconds to completely turn on the device if the plasma must spread from a 
single gate electrode such as is shown in Fig. 23-lb. The rate of voltage drop during the 
plasma-spreading time is slower because tps is larger than t, and because most of the drop 
occurs during the t, interval. 

It is important that the rate of rise of the anode current be kept less than a maximum 
value given on the thyristor specification sheet. If di~dt exceeds this maximum rate, the 
device may be damaged or even fail. Such damage may occur because large rates of 
current growth mean that rise time will be short and, consequently, the turned-on area 
around the gate region of the thyristor will be quite small at the end of the rise time 
interval compared with the cross-sectional area of the device. A small tum-on area further 
means that the voltage across the thyristor will not have fallen very far from the blocking 
state value during the rise time interval. Hence, the instantaneous power dissipation 
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Figure 23-8 Initial growth and lateral spread of the excess carriers in a thyristor at 
tum-on illustrating the need to limit di~dt: (a) injection of minority carriers into the 
pz base region by the gate current during the tum-on delay time that initiates the 
regenerative switching action; (b) initial turned-on areas of the thyristor in the 
vicinity of the gate electrode shortly after the tum-on delay time. The further lateral 
expansion of this area is also shown. 

during the tr interval will both be large and confined to a relatively small volume. In such 
a situation, the ability to remove the heat generated by the dissipation will be less than the 
rate of dissipation, and thus the internal temperature of the region may grow so large that 
thermal runaway in the turned-on area will occur and, hence, device damage or failure. 

Larger values of gate current during the td(on) and tr intervals will increase the size of 
the turned-on area by providing a larger amount of excess carriers. A larger turned-on area 
will reduce the peak instantaneous power dissipation. For this reason, gate current applied 
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iG(t) 

Figure 23-9 A gate current with an initial large value in 
order to maximize the initial turned-on areas of the thyristor. 
The current is then reduced to smaller values for a sufficient 
period of time to guarantee device tum-on. 

is often large at the start of the turn-on interval and is gradually reduced as time proceeds, 
as is shown in Fig. 23-9. There are also structural modifications that can improve the 
di~dl rating, which will be discussed in a later section. 

23-5-2 TURN-OFF TRANSIENT 

Turn-off of the thyristor requires that it be reverse biased by the external circuit for a 
minimum time period. For thyristor TA in Fig. 23-6, turn-off commences when thyristor 
TB is turned on, which would be done when the voltage in phase B is larger than it is in 
phase A. The larger phase B voltage clearly will reverse bias TA as soon as TB is fully on. 
The turn-on time of a thyristor is appreciably shorter than the tum-off time; hence, as far 
as the discussion of the turn-off of TA is concerned, the turn-on of TB in nearly instan­
taneous. 

However, the commutation of current from TA to TB will not be instantaneous but will 
occur over an extended time period, as is shown in the turn-off waveforms for TA in Fig. 
23-10. The current through TA starts decreasing at I == 0 at a fixed rate diRldl, which is 
governed by the external circuit. The overall turn-off process is quite similar to the 
tum-off to the power diode described in Chapter 20. As the current decreases, the excess 
carrier in the four regions of the thyristor are decreasing from the steady-state values 
shown in the carrier distribution of Fig. 23-4 by a combination of internal recombination 
and carrier sweep-out. 

As time proceeds, the current continues to decrease and soon passes through zero at 
a time 11 and then grows toward negative values, as shown in Fig. 23-10. The voltage 
across the thyristor remains smaIl and positive until either junction 11 or 13 starts to 
become reverse biased, an event that does not occur until the excess-carrier density at the 
junction has decayed to zero. Usually 13 will become reversed biased first, occurring at 
time 12 in Fig. 23-10, and then very quickly goes into avalanche breakdown as the 
anode- cathode voltage goes negative because the heavy doping in the n2 and P2 layers 
means that the reverse-blocking capability of this junction is not very large (20- 30 V 
typically). 

At or shortly after time 12 the excess-carrier distribution" in the thyristor is no longer 
large enough to sustain the ever-growing negative anode current, and so the current attains 
its peak negative value Irr and begins to decay back toward zero. At about the same time 
the excess-carrier density at junction 13 goes to zero, and it becomes reverse biased. The 
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Figure 23-10 Thyristor voltage and current wavefonns during tum-off. A 
reapplied forward-blocking voltage must not be impressed on the thyristor 
until a specified time period, the recovery time lq, has elapsed. The rate of 
rise of the reapplied forward voltage dvrldl must be kept below a specified 
value. 

growth of the negative anode-cathode voltage, which began at t2 , continues and over­
shoots the value VREV = VB - VA' which will eventually be imposed on thyristor TA by 
the circuit. The voltage overshoot arises from the inductance of the circuit and is governed 
by how rapidly the anode current decays to zero from its peak reverse value of I rr• This 
will be described in more detail in Chapter 27. 

23-5-3 TURN-OFF TIME AND REAPPLIED dvFldt LIMITATIONS 

In the case of the power diode the reverse-recovery transient was defined to be over when 
the reverse current had decayed to some conveniently small value such as ~/rr or to TofU' 
which is marked on the anode current waveform in Fig. 23-10 as time t3' However, such 
a definition is not suitable for thyristors. Even at such a time as '3' there are still substantial 
excess carriers remaining in the n1 and P2 regions of the thyristor. If a forward voltage is 
reapplied to the thyristor at a rate dv~d', as is shown in Fig. 23-11, a pulse of decaying 
forward current, a forward recovery current, would flow as the remaining excess carriers 
just mentioned continued to simultaneously recombine internally and be swept out by the 
growing forward voltage. 

The pulse of forward recovery current may have the same consequence as a delib­
erately applied pulse of gate current. If the forward-recovery current is large enough, it 
can tum the thyristor on even though tum-on was not intended. Since the larger the value 
of dv~d' the larger the peak forward-recovery current will be, two things must be done 
to prevent accidental tum-on. First, the time that the thyristor is maintained in the reverse­
blocking mode must be lengthened beyond the time '3' Device manufacturers specify a 
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Figure 23-11 Forward-recovery current resulting from reapplication of 
a forward voltage across the thyristor before the end of the specified 
recovery time. If the forward-recovery current is too large, inadvertent 
tum-on of the thyristor may result. 

tum-off time tq for their thyristors, which represents the minimum time their thyristor 
should remain in the reverse-blocking mode before any forward voltage is reapplied. This 
tum-off time is usually several excess-carrier lifetimes in length. 

Second, the rate of growth dv~dt of the reapplied forward voltage should be kept 
below a maximum value, which is also specified by the device manufacturer. This max­
imum value is usually arrived at on the basis of how large of a displacement current a 
given dvFldt can drive through the space charge capacitance of junction J2• If this dis­
placement current Cj2 dv~dt exceeds the breakover current lBO' device tum-on may 
result. Hence, the reapplied dv~dt should be limited to 

dv~dtlmax < IBolCj2 (23-6) 

Maximum values of dv~dt range from perhaps 100 V//Ls for slow devices intended for 
low-frequency phase control applications to several thousand volts per microsecond or 
larger in devices intended for higher frequency inverter applications and high-voltage dc_ 

23-6 METHODS OF IMPROVING dildt AND dvldt RATINGS 

23-6-1 IMPROVEMENTS IN dildt 

The key to improving the dildt rating is to increase the amount of initial area of cathode 
conduction, since this is the factor that limits the rate of rise of the anode current. One way 
to increase this area is to increase the gate current as has already been mentioned. But it 
is desirable to do this without requiring the gate drive circuit to deliver substantially higher 
gate currents. One way of accomplishing this goal is to use a smaller auxiliary or pilot 
thyristor to provide large gate currents to the main thyristor, as diagrammed in Fig. 23-12. 
Furthermore, this pilot thyristor can be integrated onto the same silicon wafer as the main 
device. 
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Figure 23-12 Thyristor modifications for more rapid turn-on and turn­
off: (a) thyristor with an auxiliary thyristor to provide large turn-on gale 
currents, (b) gate-assisted turn-off thyristor (GATT). 

G 

Another improvement that can be made is to modify the gate-cathode geometry so 
that there are many small cathode and gate regions intermixed together, much the same 
as the base and emitter regions of a power BJT are constructed. By such intermixing or 
interdigitating using a variety of complex geometries (e.g., some devices use a compli­
cated involute gate structure), the gate-cathode periphery is made large compared with 
the cathode area. The distributed gate structure shown in Fig. 23-1 b is a step in this 
direction. The greater gate-cathode periphery leads to a significant increase in the initial 
conducting area of the thyristor and hence to a larger dildt capability. 

The use of an interdigitated gate-cathode structure can help to shorten the turn-off 
time of the thyristor. The large-area cathode and relatively small gate-cathode periphery 
in a conventional phase control thyristor makes negative gate currents ineffectual in 
turning off the device, as we explained earlier. However, a highly interdigitated gate­
cathode structure where the center of the cathode region is not too far from the gate­
cathode boundary makes current crowding toward the center of the cathode much weaker 
and, thus, allows a negative gate current to be more effective in sweeping out stored 
charge in the n2 and P2 regions, which will in turn shorten the turn-off time. 

Since a highly interdigitated gate-cathode structure is usually used in conjunction 
with a pilot thyristor, a further modification, the addition of a diode as is shown in Fig. 
23-12b, is necessary. If this diode is not added, then only the pilot thyristor would benefit 
from the negative gate current and no negative gate current would be drawn from the main 
thyristor. The circuit shown in Fig. 23-12b, which combines a pilot thyristor, a diode, and 
a highly interdigitated gate-cathode structure, is sometimes termed a gate-assisted turn­
off thyristor (GAIT). Even in this device reverse biasing of the anode-cathode terminals 
by the external circuit is required to turn off the thyristor. Turn-off times of 10 fLs or less 
have been achieved in devices with forward-blocking voltages of 2000 V and on-state 
currents of 1000-2000 A. Such devices can be used at switching frequencies of a few tens 
of kilohertz. 

23-6-2 CATHODE SHORTS 

One useful way to reduce the effects of displacement currents that limit dv~dt is by means 
of cathode shorts illustrated in Fig. 23-13. These shorts, which are realized by overlap­
ping the cathode metallization over portions of the gate region (P2 region), can partially 
intercept the displacement current, as diagrammed in the figure. Any portion of the 
displacement current that is diverted to the cathode short does not pass through the 
gate-cathode junction and, hence, does not cause carrier injection into the p-type base 
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Figure 23-13 Thyristor with cathode shorts for enhancing the 
dVrldt rating of the device. 

region. This in turn means that the total displacement current and thus dvFldt can be larger 
without turning on the device. It should also be evident that a highly interdigitated 
gate-cathode structure will make the use of cathode shorts more effective than in the 
conventional geometry of a phase control thyristor. 

SUMMARY 

This chapter has considered the structure and physical principles of operation of the 
thyristor. The unique switching characteristics of the thyristor were studied. The impor­
tant conclusions are as follows: 

I. The thyristor has a unique four-layer construction of alternating p-type and n-type 
regions. 

2. The forward-bias portion of the thyristor's i-v characteristic has two stable operating 
regions, one being the on state and the other the off state. The reverse-bias portion of 
the characteristic is a blocking state. 

3. A current pulse applied to the gate will latch the thyristor on, but then the gate cannot 
turn the device off. The external power circuit must reverse bias the thyristor in order 
to turn it off. 

4. The thyristor is a minority-carrier device and has the highest blocking voltage capa­
bilities and the largest current conduction capabilities of any of the solid-state switch­
ing devices. 

5. The thyristor is inherently a slow switching device compared to BJTs or MOSFETs 
because of the long carrier lifetimes used for low on-state losses and because of Ibc 
large amount of stored charge. It is therefore normally used at lower switching 1m­
quencies. 

6. The rate of rise of the on-state current must be kept within bounds because the slow 
spread of the plasma during the turn-on transient leads to current crowding that could 
result in device failure if dildt is too large. 
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7. The rate of rise of the reapplied fOlWard-blocking voltage after turn-off must be limited 
or the device may be triggered back into the on state by induced displacement currents. 
Furthermore, the fOlWard voltage must not be reapplied too soon after turn-off or the 
device will turn back on. 

8. Special structure modifications, such as highly interdigitated gate-cathode layouts and 
the use of cathode shorts, can substantially improve the dUdt and dvldt ratings. 

9. Thyristors will have large reverse-recovery currents. 

PROBLEMS 

23-1 A thyristor is connected in series with a load resistor RL and a 6O-Hz sinusoidal voltage source 
with an rms voltage of V. A phase control circuit is used to set the trigger angle Q so that a 
specified amount of power is delivered to the load. The on-state voltage of the thyristor is given by 
Von = 1.0 + Roni(t) where Ron is the on-state resistance of the thyristor and i(t) is the current 
flowing in the circuit through RL and the thyristor. Develop an expression for the average power 
dissipated in the thyristor as a function of the trigger angle Q. 

23-2 In Problem 23-1, RL = 1 n and Vs = 220 V. The thyristor characteristics are listed below. The 
thyristor must operate in ambient temperatures as high as 120"F. How much power can be delivered 
to the load and what is the trigger angle? 

Ron = 0.002 n 
T)(max) = 125°C 

VRWM = VBO = 800 V 

RO)-a = O.loClW 
I A(rnax) = 1000 A 

23-3 A crude estimate of the dildt limitation in a thyristor can be obtained from the following model. 
Assume a gate-cathode structure such as is shown in Fig. 23-1 for a phase control thyristor and the 
radius of the central gate is To. When the current begins to rise at turn-on, it starts out in a small 
conducting area of radius To and spreads radially outward as is illustrated in Fig. 23-8, with a 
velocity of us. The current rises at a constant rate dildt for a time tfand the anode-cathode voltage 
v AK = V AK (1 - tltf ) during the current rise interval. 

If it is assumed that all of the power dissipated in the thyristor during the transient goes into 
raising the temperature Tj of the turned-on area and none gets to the heat sink, then the temperature 
rise ATj is given by 

1 It! A1j = C
y 

P(t) dt 

o 
where Cy is the specific heat of silicon and P(t) is the instantaneous power dissipation in the 
turned-on area. Assuming the following numerical values, find the maximum allowable dildt: 

V AK = 1000 V Us = 100 ILm/lLs To = 0.5 cm tf = 20 ILs Tj(rnax) = 125°C 

23-4 A modification to the basic structure of a thyristor has been proposed that consists of putting an n + 

layer between the PI and n l layers shown in Fig. 23-3a. This means that a punch-through structure 
has been set up for junction J2 when it is reverse biased. Explain the advantages and disadvantages 
this structure would have on the thyristor characteristics. 

23-5 A thyristor is not completely latched in the on state until the plasma has spread across the entire 
cross section of the device. If the thyristor of Problem 23-3 has a diameter of 8 cm, how long does 
it take to reliably be latched in the on state? 

23-6 Why can thyristors be made to have larger current-carrying capabilities in the on-state than BJTs? 
Answer qualitatively using simple diagrams to explain. 

23-7 The doping levels in the simplified thyristor structure shown in Fig. 23-3a are PI = 1019 cm-3
, 

n) = ?, P2 = 1017 cm- 3
, and n2 = 1019 cm- 3

. 

(a) What should be the approximate thickness and doping density of the n) layer if BVBO = 
2000 V? 
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(b) Approximately estimate the required excess carrier lifetime in the n l region. 

(c) The thyristor is to carry a maximum current of 2000 A with a maximum voltage drop across 
the drift region (n l region) of 2 volts. Estimate the required cross-sectional conducting area of 
the thyristor. 

23-8 A thyristor carrying a maximum on-state current of 3000 A is designed so that the maximum current 
density is 200 Alcm2

• The cathode and gate structures both occupy the same side of the silicon wafer 
such as is shown in Fig. 23-1. The cathode occupies 65% of the area and the gate occupies 35%. 
Estimate the total silicon wafer area required for this thyristor and express the area as the diameter 
of an equivalent circular area. 

23-9 A thyristor has an effective conduction area of 10 cm2 and a breakover current of 50 mAo The 
doping levels are PI = 1019 cm- 3

, n l = 1014 cm- 3
, P2 = 1017 cm-3, and n2 = 1019 cm- 3

• 

dv 
Approximately estimate the dt rating of this thyristor. 
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CHAPTER 24 

GATE TURN-OFF 
THYRISTORS 

24- t INTRODUCTION 

In several respects, thyristors are nearly the ideal switch for use in power electronic 
applications. They can block high voltages (several thousand volts) in the off state and 
conduct large currents (several thousand amperes) in the on state with only a small 
on-state voltage drop (a few volts). Most useful of all is their capability of being switched 
on when desired by means of a control signal applied at the gate of the thyristor. 

However, the thyristor has a serious deficiency that prevents its use in switch-mode 
applications: the inability to turn off the device by application of a control signal at the 
thyristor gate. The inclusion of a turn-off capabi1ity in a thyristor requires device modi­
fications and some compromises in the operational capabilities of the device. This chapter 
describes the structure and operation of thyristors that have a gate turn-off capability, the 
so-called GTO thyristor usually abreviated as GTO, and the performance compromises 
required to achieve the turn-off capability. Drive circuits and snubber circuits commonly 
used with GTOs are also described. 

24-2 BASIC STRUCTURE AND I-V CHARACTERISTICS 

The vertical cross section of a GTO with its highly interdigitated gate-cathode structure 
is shown in Fig. 24-1. The GTO retains the basic four-layer structure of the thyristor 
described in the previous chapter and its doping profile. The thickness of the pz base layer 
is generally somewhat smaller in a GTO than in a conventional thyristor. 

There are three significant differences between a GTO and a conventional thyristor. 
First, the gate and cathode structures are highly interdigitated, with various types of 
geometric forms being used to layout the gates and cathodes, including complicated 
involute structures. The basic goal is to maximize the periphery of the cathode and 
minimize the distance from the gate to the center of a cathode region. 

Second, the cathode areas are usually formed by etching away the silicon surrounding 
the cathodes so that they appear as islands or mesas, as indicated in Fig. 24-1. When the 
GTO is packaged, the cathode islands are directly contacted to a metal heat sink, which 
also forms the cathode connection to the outside world. 

A third major difference is noted in the anode region of the GTO. At regular intervals, 
n+ regions penetrate the p-type anode (PI layer) to make contact with the n- region that 
forms the nl base layer. The n+ regions are overlaid with the same metallization that 

613 
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Figure 24-1 Vertical cross section and perspective view of a GTO. 
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G.te Figure 24-2 Circuit symbol for a GTO. 

contacts the p-type anode resulting in a so-called anode short, as is shown in Fig. 24-1. 
The anode-short structure is used to speed up the tum-off of the GTO as will be explained 
in a later section of this chapter. Some GTOs are made without this anode short so that 
the device can block reverse voltages. 

The i-v characteristic of a GTO in the forward direction is identical to that of a 
conventional thyristor. However, in the reverse direction, the GTO has virtually no 
blocking capability because of the anode-short structure. The only junction that blocks in 
the reverse direction is junction J3 , and it has a rather low breakdown voltage (20-30 V 
typically) because of the large doping densities on both sides of the junction. The circuit 
symbol for the GTO is shown in Fig. 24-2. The two-way arrow convention on the gate 
lead distinguishes the GTO from the conventional thyristor. 

24-3 PHYSICS OF TURN-OFF OPERATION 

24-3-1 TURN-OFF GAIN 

The basic operation of the GTO is the same as that of the conventional thyristor. The 
principal differences between the two devices lie in the modifications made in the basic 
thyristor structure to achieve a gate tum-off capability. Hence, in this chapter we discuss 
only this aspect of the GTO operation in any detail. 
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A convenient starting point for appreciating why the GTO structure differs from the 
conventional thyristor and what performance compromises must be made is to analyze the 
turn-off conditions in the two-transistor model of the thyristor given in Fig. 23-3b. In the 
equivalent circuit both QI and Q2 are saturated in the thyristor on state. However, if the 
base current to Q2 could briefly be made less than the value needed to maintain saturation 
(IB2 < IC2/~2)' then Q2 would go active and the thyristor would begin to turn off because 
of the regenerative action present in the circuit when one or both of the transistors are 
active. 

Using the equivalent circuit of Fig. 23-3b we can write IB2 in terms of the thyristor 
terminal currents as 

(24-1) 

where I;; is the negative of the normal gate current. From the equivalent circuit it is clear 
that a negative gate current I;; is the only way that Q2 can be brought out of saturation. 
The collector current IC2 can be expressed as 

(24-2) 

Setting up the inequality IB2 < IC2/~2 with ~2 = 0.2/(1 - 0.2) and using Eqs. 24-1 and 24-2 
yield 

1 
I~>~ 

~off 

The parameter ~off is the turn-off gain and is given by 

24-3-2 REQUIRED STRUCTURAL MODIFICATIONS AND 
PERFORMANCE COMPROMISES 

(24-3) 

(24-4) 

The first step in converting a conventional thyristor into a GTO is to make the turn-off 
gain as large as feasible so that overlarge values of negative gate current can be avoided. 
This means that 0.2 should be near unity and 0.1 should be small. Making 0.2 near unity 
involves the use of a narrow P2 layer for the npn transistor Q2 and the use of heavy doping 
in the n2 cathode layer (emitter of Q2). Note that these are the same steps needed to 
achieve a large value of beta in a conventional BIT and that they are the normal steps used 
in the fabrication of a conventional thyristor. 

To make 0. 1 small, the n l thyristor layer (the base of transistor QI) should be as thick 
as possible and the carrier lifetime in this layer should be short. A thick n l layer is 
standard in thyristor fabrication because this layer must accommodate the depletion layer 
of junction J2 during device operation in the forward-blocking state. However, the need 
for a short carrier lifetime conflicts with the need for a long lifetime to minimize on-state 
power dissipation in this region. To achieve gate turn-off action, some reduction in carrier 
lifetimes must be accepted and, consequently, a GTO will have a higher on-state voltage 
drop at a given current level than a conventional thyristor. 

Fortunately, the conflicting requirements on carrier lifetimes are substantially re­
solved by the anode-shorting structure shown in Fig. 24-1. For the GTO to turn off, the 
excess carriers, especially holes, must be removed from the n l layer. The initial distri­
bution of excess carriers at the start of turn-off is shown in Fig. 23-4. Because of the 
shorted anode structure, there can be no reverse anode-cathode voltages and thus no 



616 CHAPTER 24 GATE TURN-OFF THYRISTORS 

reverse anode currents to remove the excess carriers by carrier sweep-out. The only way 
to remove excess carriers is via internal recombination and by diffusion. Unfortunately, 
the conventional thyristor structure shown in Fig. 23-4 along with the carrier distributions 
suppresses the diffusion of holes from the n1 layer because either side of this layer is a 
heavily doped p-type region where the equilibrium hole densities are larger than the 
excess hole density in the n) region. This suppresses the diffusion of holes out of the n) 
layer into either of two p-type layers (PI and P2)' Thus, the only way to remove holes is 
via internal recombination. 

However, the n+ regions in the GTO anode structure remove the barrier to hole 
diffusion and provide a sink for excess holes. This permits hole diffusion to occur at a 
substantial rate so that excess holes in the nl layer are removed at least as much by 
diffusion as by internal recombination. The net result is that the total stored charge is 
removed much faster during device tum-off, and the GTO thus has both a desirably 
shorter tum-off and forward-recovery times compared with conventional thyristors with­
out severely compromising its on-state losses. This shorted anode structure is so effective 
in reducing tum-off and recovery times that it is sometimes used in special thyristor 
structures called reverse-conducting thyristors (RCTs), which have short tum-off and 
recovery times like GTO but cannot be turned off by a negative gate current because some 
of the other needed structural modifications are not included. 

The essential modification for gate tum-off capability is the use of a highly interdig­
itated gate and cathode structure that minimizes the lateral voltage drops in the P2 layer 
during tum-on and tum-off. Such lateral voltage drops, which were described in the 
previous chapter (see Fig. 23-5), are especially noticeable in conventional thyristor 
structures. Such lateral voltage drops lead to current crowding problems and dildt limi­
tations. However, as has already been mentioned, the use of highly interdigitated gate­
cathode structures, which have relatively short distances between the gate contacts and the 
center of the cathode regions, minimizes these problems. The need for such interdigitation 
is a two-dimensional consideration and is not predicted by the one-dimensional two­
transistor model. To avoid significant voltage drops in the gate metallization with large 
gate tum-off currents, contacts to the gate metal are uniformly spaced over the wafer 
surface. 

24-4 GTO SWITCHING CHARACTERISTICS 

24-4-1 INCLUSION OF SNUBBER AND DRIVE CIRCUITS 

In describing the switching characteristics of other semiconductor devices, we have em­
bedded the device in a typical switching circuit application without any snubber circuits 
and with only the most general of driving circuits. The motivation was to describe the 
switching characteristics of the device without the complications that are added by the 
presence of the snubber circuits. However, GTOs must normally be used with snubbers. 
as will be detailed later, and so any realistic description of the GTO switching behavior 
must include the effects of the snubber circuits. Similarly, we will include the gating 
circuit in describing the switching waveforms of the GTO. 

The step-down converter circuit shown in Fig. 24-3, which uses a GTO as the 
switching element, will be used to describe the switching waveforms. It is important to 
realize that GTO are only used in medium- to high-power applications where not only are 
the voltage and current levels large, but also the other solid-state components that may be 
used in conjunction with the GTO are likely to be rather slow. Thus, the free-wheeling 
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Figure 24-3 Step-down 
D. converter circuit using a GTO as 

c. the switching device with tum-on 
and tum-off snubbers. 

diode shown in the circuit of Fig. 24-3 will not be a very fast recovery diode. On the other 
hand, the GTO will have a fast current rise time at tum-on compared with the diode's 
reverse-recovery time because of the GTO's highly interdigitated gate-cathode structure. 
The consequence of this is that without protective circuits, very large overcurrents would 
flow in both the GTO and the diode because of the relatively slow reverse recovery of the 
diode. Hence, the snubber inductor shown in Fig. 24-3 is included in the circuit to act as 
a tum-on snubber, as discussed in Chapter 27. 

When the GTO is being turned off, the rate of anode-cathode voltage growth, dv/dt, 
must be limited to specified levels. Otherwise retriggering of the GTO back into the on 
state may occur, as was described in Chapter 23 with conventional thyristors. For this 
reason, a tum-off snubber is included as a part of the switching circuit, as is illustrated in 
Fig. 24-3. Detailed description of the operation of tum-on and tum-off snubbers is given 
in Chapter 27. A gate drive circuit capable of meeting the recommended gating conditions 
suggested by GTO thyristor manufacturers is shown in Fig. 24-4. 

24-4-2 GTO TURN-ON TRANSIENf 

When the GTO in Fig. 24-3 is off, the current free-wheels through the diode Df . Tum-on 
is initiated by a pulse of gate current shown in Fig. 24-5. The sequence of events 
occurring inside the GTO during the tum-on process are essentially the same as those 
described for the conventional thyristor in the previous chapter and so will not be repeated 
here. During tum-on, both the rate of gate current increase, diG/dt, and the peak gate 
current I GM should be large to ensure that all cathode islands begin to conduct and that 
there is good dynamic sharing of the anode current. Otherwise only a small number of 
islands might be carrying the total current and localized thermal runaway could occur, 
resulting in the destruction of the GTO. 

A large IGM value is supplied for a long enough time period, for example 10 f,LS, to 
ensure that the tum-on process is complete. After completion of tum-on, there must be a 
minimum continuous gate current IGT flowing during the entire on-state period to prevent 
unwanted tum-off. The current IGT is sometimes termed the "backporch" current. If the 
gate current is zero and the anode current gets too low, some of the cathode islands may 
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stop conducting, and if the anode current were to subsequently increase, the remaining 
conducting islands may not be able to handle the current and the GTO may be destroyed 
by the ensuing thennal runaway. 

The initial large pulse of gate current is provided by the gate drive circuit of Fig. 24-4 
by turning on both transistors T GI and T G2' The stray inductance in the positive gate drive 
circuit should be kept to a minimum to achieve a large diG/dt value at tum-on. After a time 
duration twl , the gate current is reduced from IGM to IGT by turning TGI off. 

During the growth of the anode current, the input voltage is shared between the 
tum-on snubber inductance and the GTO. If the dildt of the anode current is limited by this 
inductance because of its large value, then the voltage across the GTO will drop quickly 
to a fairly low value, as is shown in Fig. 24-5. The overshoot in the anode current comes 
from the reverse recovery of the free-wheeling diode Df' 

24-4-3 GTO TURN-OFF TRANSIENT 

The GTO is turned off by applying a large negative gate current, as is shown in Fig. 24-6. 
The resulting current and voltage wavefonns for the GTO in the circuit of Fig. 24-3 are 
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Figure 24-5 Turn-on wavefonns for a GTO embedded in a 
step-down converter with turn-on and turn-off snubbers. 

shown in Fig. 24-6. There are several distinct intervals during the turn-off, which are 
described in the following paragraphs. 

The gate drive circuit of Fig. 24-4 supplies the negative gate current by turning on 
transistor TG3 . The gate current must be very large, on the order of I/S-1/3 (corresponding 
to tum-off gains of 3-5) of the anode current being turned off, but fortunately this large 
negative current is required for only a relatively short time. Low-voltage MOSFETs are 
a nearly ideal choice for T G3' The negative diG/dt must be large in order to have a short 
storage time and a short anode current fall time and to reduce the gate power dissipation. 
However, too large a value of negative diG/dt will result in the anode tail current to be 
described shortly. Hence, diG/dt should be kept in the range specified by the device 
manufacturer. 

The negative diG/dt is controlled by V GG- and LG of the negative gate drive portion 
of the circuit of Fig. 24-4. Here V GG- must be chosen to be less than the gate-cathode 
junction breakdown voltage. Knowing V GG-' LG is selected to give the specified diG/dt. 
For large GTO, the stray inductance in the negative gate drive circuit may equal the 
required LG • 

During the first time interval, the storage time ts, the growing negative gate current 
is removing charge stored in the P2 and n2 layers at the periphery of the cathode islands, 
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Figure 24-6 Tum-off wavefonns for a GTO embedded in a step-down converter with 
tum-on and tum-off snubbers. 

as shown in Fig. 24-7. As the stored charge continues to be removed from the periphery. 
the size of the plasma-free region grows as it expands in the lateral direction toward the 
centers of the cathode islands with a so-called squeezing velocity. In essence this removal 
of the plasma is the inverse of how it was established during tum-on. When a sufficient 
amount of stored charge has been removed, the regenerative action in the GTO is stopped 
and the anode current begins to fall. This marks the end of the storage time interval. 

Once the regenerative action of the GTO is stopped, the anode current begins to fall 
rapidly. The current 10 - iA commutates to the tum-off snubber capacitor Cs' which is 
fairly large in GTO applications. There is simultaneously a rapid rise in voltage across the 
GTO because of stray inductance in the tum-off snubber circuit loop. This stray induc­
tance (La in Fig. 24-3) should be kept to a minimum to keep the peak of the voltage spike 
during the anode current fall time interval to a specified value. The anode current fall time 
'li interval ends when the excess carriers at the gate-cathode junction have been swept out 

and the junction recovers its reverse-blocking capability. 
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turned off by a negative gate current: (a) negative gate current squeezing the excess­
carrier plasma down to a small volume at the center of the cathode island the farthest 
possible distance away from the gate electrode; (b) lateral ohmic resistance in the P2 
base layer limiting the maximum gate current. 
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As the gate-cathode junction recovers its reverse-blocking capability, the gate­
cathode voltage begins to grow toward negative values and the negative gate current thus 
begins to decrease rapidly in magnitude, as is shown in Fig. 24-6. The voltage induced 
in the inductance LG forces the gate current to keep flowing and the gate- cathode junction 
goes into avalanche breakdown. The gate-cathode junction now operates as a zener 
diode, and the diG/dt during this interval is given by 

diG V GK,breakdown - V GG-
dt LG 

(24-5) 

This avalanche breakdown is desirable for a short duration twz (the gate-cathode junction 
avalanche breakdown time) to sweep out as much stored charge from the gate and pz layer 
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as possible. This interval depends on diG/dt, which is controlled by the selection of LG and 
V GG-' The interval tw2 should be kept less than a maximum specified value in order to 
avoid destruction of the gate-cathode junction. 

At the end of the tw2 interval there will still be some excess stored charge in the two 
base regions (nl and P2 layers) of the GTO. A small anode current, usually tenned the 
anode tail current, will continue to flow between the anode and the negatively biased gate, 
which is due to the sweep-out of this remaining stored charge. This current is driven by 
the growing voltage difference between the anode and gate. The time interval during 
which this tail current flows is tenned the anode tail-current time ttail' During most of the 
tail time interval, the gate voltage is at V GG-' the value it will have during the entire 
off-state interval. 

During the tail time interval, the voltage across the GTO grows at a constant rate 
given by 

dVAJ( 10 
--"'='-

dt Cs 
(24-6) 

This interval will contribute a major part of the tum-off losses because this interval is 
relatively long and the voltage across the GTO during the interval is fairly large. 

The overvoltage at tum-off shown in the anode-cathode voltage wavefonn in Fig. 
24-6 is due to stray inductance in the power circuit. The anode-cathode overvoltage can 
be reduced by means of an overvoltage snubber of the type described in Chapter 27. 

24-4-4 MINIMUM ON- AND OFF-STATE TIMES 

It is strongly recommended that the GTO not be turned on until is has been off for a 
specified time because of the possibility of poor current sharing between the various 
cathode islands. Some excess minority carriers will remain in the GTO for fairly long 
times because of the long lifetimes, and these remaining carriers will cause the few 
cathode islands in the vicinity of the carriers to have a better conduction characteristic than 
the rest of the cathode islands. Hence, if tum-on is attempted before all of the carriers 
have recombined or been swept out, then most of the current will be carried by these few 
islands (poor current sharing) and device destruction may occur. 

Similarly, the GTO should be maintained in the on state for a specified time period 
before tum-off is initiated. Again, the reason is because otherwise there may be poor 
current sharing between the various cathode islands. 

The circuit designer should also recognize that the tum-on and tum-off snubbers also 
require a minimum off-state and minimum on-state time, respectively, to operate prop­
erly. This is described in detail in Chapter 27, where the design of these snubbers is 
discussed in detail. 

24-4-5 MAXIMUM CONTROLLABLE ANODE CURRENT 

The excess carriers, principally those in the P2 layer, are the source of carriers for the 
negative gate current. As the negative gate current grows and the plasma-free region 
grows, as is diagrammed in Fig. 24-7, there is a build-up of a substantial voltage across 
the gate-cathode junction, as is indicated because of the lateral flow of gate current in the 
P2 layer. The voltage across the junction is largest at the cathode periphery nearest the gate 
contact. If this voltage exceeds the breakdown voltage of the junction, then the negative 
gate current will flow only at the cathode periphery where breakdown has occurred and 
none of the remaining stored charge will be removed, and hence, the GTO will not be 
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turned off. For this reason, the voltage V GG- must be kept less than the breakdown 
voltage of the gate-cathode junction. 

The limitation on the negative gate- cathode voltage means that there is a maximum 
gate current that can be pulled out of the GTO. As the removal of stored charge enters its 
final phase, the region of excess carriers has shrunk to a small area near the center of the 
cathode island and is the greatest distance from the gate contact. Under these circum­
stances the reverse voltage across the junction is at its greatest value. The lateral ohmic 
resistance shown in Fig. 24-7b, which is a function of the device geometry, and the 
doping level of the P2 layer along with the junction breakdown voltage determine how 
large the maximum negative gate current can be. This also means that there is a maximum 
anode current that can be turned off since, by Eq. 24-3, fA < l3offfG.max. The maximum 
controllable anode current is given on GTO specification sheets by the device manufac­
turer. 

24-5 OVERCURRENT PROTECTION OF GTOs 

In a MOSFET and a BIT, an accidental overcurrent causes the device to go out of 
saturation and enter the active region. The device itself limits the maximum current, but 
the voltage across the device becomes large. Thus, the overcurrent condition can be easily 
detected by measuring the on-state voltage. The overcurrents can also be detected by a 
current sensor or, in the case of a MOSFET, by using a SENSEFET. Once the overcurrent 
is detected, the BITs and the MOSFETs can be protected by turning them off within a few 
microseconds. 

The overcurrent protection of a GTO is more complicated. As is shown in Fig. 24-8a, 
the GTO is designed for an allowable peak operating current that is chosen to be less than 
the maximum controllable current by a safety factor. The overcurrent in a GTO must be 

.B 
----Mallimum amtrollable current 

.A 
----Peak e~ratifli current 

(s) 

(b) (e) 

Figure 24-8 Overcurrent protection methods for GTO: (a) definition of overcurrents; (b) 
overcurrent protection by "crowbarring"; (c) overcurrent protection by turning on all the GTO 
in the bridge to share the current until the fuse opens up. 
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detected by current sensing. If the detected overcurrent is less than the maximum con­
trollable current, for example, at point A in Fig. 24-8a, then the GTO can be turned off 
by a negative gate current. 

However, if the detected overcurrent is greater than the maximum controllable cur­
rent, for example, at point B in Fig. 24-8a, then an attempt to tum off the GTO by a 
negative gate current will result in the failure of the GTO. Hence, the GTO is protected 
by the so-called crowbarring technique, where a thyristor in parallel with the GTO as is 
shown in Fig. 24-8b is turned on quickly, which then blows the fuse. Without crowbar­
ring, the only way to protect the GTO in the circuit of Fig. 24-8b would be to use a GTO 
of much larger current rating, which is quite expensive. 

In the case of a three-phase configuration, which is shown in Fig. 24-8c, the crow­
barring can be obtained by turning on all six GTO simultaneously. As was discussed in 
Chapter 8, under normal operation the current through the fuse is in the same range as the 
current through one GTO. By turning on all three legs simultaneously, the current through· 
the fuse is shared by three legs, which the GTO will be capable of carrying until the fuse 
blows. 

SUMMARY 

This chapter has examined the structure and characteristics of the GTO. The important 
conclusions are listed: 

1. The GTO has the same four-layer structure as the conventional thyristor, but special 
modifications are made to the structure to enable the gate to turn off the device. 

2. The major modifications include a highly interdigitated gate-cathode structure with 
small cathode and gate widths, the use of anode shorts, and a shorter carrier lifetime 
in the drift region than is used in a conventional thyristor. 

3. The forward-bias portion of the GTO ,i-v characteristic is the same as for the conven­
tional thyristor, but GTO with anode shorting has very limited reverse-blocking ca­
pability. 

4. The turn-off gain of the GTO is not large (typically 5 or less), so large negative gate 
current pulses are required to tum off the device. 

5. The magnitude of negative gate current that can be applied is limited by current 
crowding phenomena, and hence, there is a maximum anode current that can be safely 
turned off. 

6. Special gating requirements for the GTO include not only large positive and negative 
gate current pulses but a continuous on-state gate current to ensure complete turn-on 
of all the cathode islands. 

7. Gate tum-off thyristors are used almost exclusively for medium- and high-power 
applications. Turn-off snubber circuits must be used. The GTO must particularly be 
protected against overcurrents because the gate cannot turn off currents that exceed a 
specified maximum value. 

PROBLEMS 

24-1 Each cathode island in the GTO diagram of Fig. 24-1 has a width W and a length L. The P2 layer 
has a thickness t and a resistivity pp,. The GID has a turn-off gain of l3off' N cathode islands 
connected in parallel, and junction J3 has a breakdown voltage of BV J

3
' Develop an approximate 

expression for the maximum controllable anode current lAM' 
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24-2 The stray inductance L" in the tum-off snubber circuit of Fig. 24-3 will cause an overvoltage across 
the GTO. Estimate the maximum stray inductance that can be tolerated in the circuit if the over­
voltage is not to exceed 1.5 Yd' Express the estimate in terms of the circuit parameters. Assume that 
the tum-on snubber circuit acts like a constant current source of value 10 during the GTO current fall 
time 'Ii I .... s. 

24-3 The drive circuit of Fig. 24-4 is used to tum off the GTO in the circuit of Figure 24-3. The de input 
voltage Vd 500 V, the load current 10 = 500 A, and the switching waveform is a I-kHz square 
wave. The GTO has a gate-cathode breakdown voltage BV J) = 25 V and a tum-off gain Poff = 
5. Assume that the negative voltage Voa_ in the drive circuit is 15 V and that the time interval tgq 

defined in Fig. 24-6 is equal to 5 .... s. Estimate the required value of the inductor LG and the 
magnitude of the time interval tw2 defined in Fig. 24-6. Use the approximate waveforms for iG(t) 
and v A.dt) shown in Fig. 24-6 to simplify the analysis. 
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CHAPTER 25 

INSULATED GATE 
BIPOLAR TRANSISTORS 

25-1 INTRODUCTION 

Bipolar junction transistors and MOSFETs have characteristics that complement each 
other in some respects. BJTs have lower conduction losses in the on state, especially in 
devices with larger blocking voltages, but have longer switching times, especially at 
turn-off. MOSFETs can be turned on and off much faster, but their on-state conduction 
losses are larger, especially in devices rated for higher blocking voltages (a few hundred 
volts and greater). These observations have led to attempts to combine BITs and MOS­
FETs monolithically on the same silicon wafer to achieve a circuit or even perhaps a new 
device that combines the best qualities of both types of devices. 

These attempts have led to the development of the insulated gate bipolar transistor" 
(IGBT), which is becoming the device of choice in most new applications. Other names 
for this device include GEMFET, COMFET (conductivity-modulated field effect transis­
tor), IGT (insulated gate transistor), and bipolar-mode MOSFET or bipolar-MOS tran­

sistor. This chapter describes the basic structure and physical operation of the IGBT and 
the operating limitations that should be observed in using this new device. 

25-2 BASIC STRUCTURE 

626 

The vertical cross section of a generic n-channel IGBT is shown in Fig. 25-1a. 'ThiI 
structure is quite similar to that of the vertical diffused MOSFET shown in Fig. 22-1. The 
principal difference is the presence of the p+ layer that forms the drain of the IGBT. Ibis 
layer forms a pn junction (labeled J1 in the figure), which injects minority carriers _ 
what would appear to be the drain region of the vertical MOSFET. The gate and soume 
of the IGBT are laid out in an interdigitated geometry similar to that used for the verticil . 
MOSFET. 

The doping levels used in each of the IGBT layers are similar to those used in the 
comparable layers of the vertical MOSFET structures except for the body region, as is 
explained later. It is also feasible to make p-channel IGBTs, and this would be done by 
changing the doping type in each of the layers of the device. 

It is shown in Fig. 25-1a that the IGBT structure has a parasitic thyristor. Turn-onof 
this thyristor is undesirable, and several structural details of a practical IGBT geometry. 
principally in the p-type body region that forms junctions J2 and J3 , are different from the 
simple geometry shown in Fig. 25-1a to minimize the possible activation of this thyristor"_ 
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Figure 25-1 Vertical cross section and perspective view of an JGBT. 

These structural changes will be discussed in later sections of this chapter. The IGBT does 
retain the extension of the source metallization over the body region that is also used in 
power MOSFETs, such as is illustrated in Fig. 22-1. The body- source short in the IGBT 
helps to minimize the possible tum-on of the parasitic thyristor, as we explain later. 

The n + buffer layer between the p + drain contact and the n - drift layer is not essential 
for the operation of the IGBT, and some IGBTs are made without it (sometimes termed 
non-punch-through, NPT-IGBTs, whereas those with this buffer layer are termed punch­
through, PT-IGBTs). If the doping density and thickness of this layer are chosen appro­
priately, the presence of this layer can significantly improve the operation of the IGBT. 
The influence of the buffer layer on the characteristics of the IGBT will be discussed in 
a later section of this chapter. 

A circuit symbol for an n-channel IGBT is shown in Fig. 25-2c. The directions of the 
arrowheads would be reversed in a p-channel IGBT. This symboJ is essentially the same 
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Figure 25-2 The IGBT current-voltage characteristics and circuit symbol: (a) output 
characteristics; (b) transfer characteristics; (c) and (d) n-channellGBT circuit symbols. 

as that used for an n-channel MOSFET, but with the addition of an arrowhead in the drain 
lead pointing into the body of the device, indicating the injecting contact. There is some 
disagreement in the engineering community over the proper symbol and nomenclature to 
use with the IGBT. Some prefer to consider the IGBT as basically a BIT with a MOSFET 
gate input and, thus, to use the modified BJT symbol for the IGBT shown in Fig. 25-2d. 
This symbol device has a collector and emitter rather than a drain and source. The symbol 
and nomenclature shown in Fig. 25-2c is the one we have adopted. 

25-3 I-V CHARACTERISTICS 

The i-v characteristics of an n-channel IGBT is shown in Fig. 25-Za. In the forward 
direction they appear qualitatively similar to those of a logic-level BIT except that the 
controlling parameter is an input voltage, the gate-source voltage, rather than an input 
current. The characteristics of a p-channel IGBT would be the same except that the 
polarities of the voltages and currents would be reversed. 

The junction labeled 12 in Fig. 25-1a blocks any forward voltages when the IGBT is 
off. TIle reverse-blocking voltage indicated on the i-v characteristic can be made as large 
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as the forward-blocking voltage if the device is fabricated without the n+ buffer layer. 
Such a reverse-blocking capability is useful in some types of ac circuit applications. The 
junction labeled J 1 in Fig. 25-la is the reverse-blocking junction. However, if the n+ 
buffer layer is used in the device construction, the breakdown voltage of this junction is 
lowered significantly, to a few tens of volts, because of the heavy doping now present on 
both sides of this junction, and the IGBT no longer has any reverse-blocking capability. 

The transfer curve iD-vGS shown in Fig. 25-2b is identical to that of the power 
MOSFET. The curve is reasonably linear over most of the drain current range, becoming 
nonlinear only a low drain currents where the gate-source voltage is approaching the 
threshold. If vGS is less than the threshold voltage V GS(th), then the IGBT is in the off state. 
The maximum voltage that should be applied to the gate- source terminals is usually 
limited by the maximum drain current that should be permitted to flow in the IGBT, as 
will be discussed in Section 25-7. 

25-4 PHYSICS OF DEVICE OPERATION 

25-4-1 BLOCKING STATE OPERATION 

Since the IGBT is basically a MOSFET, the gate-source voltage controls the state of the 
device. When vGS is less than V GS(th), there is no inversion layer created to connect the 
drain to the source and, hence, the device is in the off state. The applied drain-source 
voltage is dropped across the junction labeled J2 and only a very small leakage current 
flows. This blocking state operation is essentially identical to that of the MOSFET. 

The depletion region of the J2 junction extends principally into the n- drift region, 
since the p-type body region is purposely doped much more heavily than the drift region. 
The thickness of drift region is large enough to accommodate the depletion layer so that 
the depletion layer boundary does not touch the p+ injecting layer. This type oflGBT is 
sometimes termed a symmetrical IGBT or non-punch-through IGBT, and it can block 
reverse voltages as large in magnitude as the forward voltages it is designed to block. This 
reverse-blocking capability is useful in some ac circuit applications. 

However, it is possible to reduce the required thickness of the drift region by ap­
proximately a factor of 2 if a so-called punch-through structure similar to that described 
in Chapter 20 for the power diode and illustrated in Fig. 20-3 is used. In this geometry, 
the depletion layer is allowed to extend all the way across the drift region at voltages 
significantly below the desired breakdown voltage limit. The reach-through of the deple­
tion layer to the p + layer is prevented by inserting an n + buffer layer between the drift 
region and the p+ region, as is shown in Fig. 25-la. This type of IGBT structure is 
sometimes termed an anti symmetric or punch-through IGBT. The shorter drift region 
length means lower on-state losses, but the presence of the buffer layer means that the 
reverse-blocking capability of this punch-through geometry will be quite low (a few tens 
of volts) and therefore nonexistent as far as circuit applications are concerned. 

25-4-2 ON-STATE OPERATION 

When the gate-source voltage exceeds the threshold, an inversion layer forms beneath 
the gate of the IGBT. This inversion layer shorts the n - drift region to the n + source 
region exactly as in the MOSFET. An electron current flows through this inversion layer, 
as is diagrammed in Fig. 25-3, which in turn causes substantial hole injection from the p + 

drain contact layer into the n- drift region, as also indicated in the figure. The injected 
holes move across the drift region by both drift and diffusion, taking a variety of paths, 
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Figure 25-3 Vertical cross section of an ICBT showing (a) the on-stale 
current flow paths and (b) the effective MOSFET and Bff operating 
portions of the structure. 

as is indicated in Fig. 25-3, and reach the p-type body region that surrounds the n+ source 
region. As soon as the holes are in the p-type body region, their space charge attracts 
electrons from the source metallization that contacts the body region, and the excess holes 
are quickly recombined. 

The junction formed by the p-type body region and the n- drift region is "collecting" 
the diffusing holes and thus functions as the collector of a thick base pnp transistor. This 
transistor, diagrammed in Fig. 25-3b, has the p+ drain contact layer as an emitter, a base 
composed of the n - drift region, and a collector formed from the p-type body region. 
From this description an equivalent circuit for modeling the operation of the IGBT can be 
developed, which is shown in Fig. 25-4a. This circuit models the IGBT as a Darlington 
circuit with the pnp transistor as the main transistor and the MOSFET as the driver device. 
The MOSFET portion of the equivalent circuit is also diagrammed in Fig. 25-4a along 
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Figure 25-4 Equivalent circuits for the IGBT: (a) approximate equivalent circuit valid for 
normal operating conditions; (b) more complete JGBT equivalent circuit showing the 
transistors comprising the parasitic thyristor. 

with the BIT portion. The resistance between the pnp base and the MOSFET drain 
represents the resistance of the n- drift region. 

Unlike the conventional Darlington circuit, the driver MOSFET in the equivalent 
circuit of the IGBT carries most of the total terminal current. This unequal division of the 
total current flow is desirable for reasons having to do with potential turn-on of the 
parasitic thyristor, a subject that we wilJ discuss shortly. In this situation the on-state 
voltage V OS(on)' using the equivalent circuit of Fig. 25-4a, can be expressed as 

(25-1) 

The voltage drop across the injection junction J I is a typical forward-bias voltage drop 
across a pn junction, which depends exponentially on the current and to first order has an 
approximately constant value of 0.7 -1.0 V. The drop across the drift region is similar to 
that developed across the drift region in a high-power pn junction and is approximately 
constant and given approximately by an equation similar to Eq. 20-13 in Chapter 20. The 
V drift voltage is much less in the IGBT than in the MOSFET because of the conductivity 
modulation of the drift region and is what makes the overall on-state voltage of the IGBT 
much less than that of a comparable power MOSFET. The use of the punch-through 
structure also aids in keeping V drift small. The voltage drop across the channel is due to 
the ohmic resistance of the channel and is similar to the comparable drop in the power 
MOSFET discussed in Chapter 22. 

25-5 LATCHUP IN IGBTs 

25-5-1 CAUSES OF LATCHUP 

The paths traveled by the holes injected into the drift region (or pnp transistor base) are 
crucial to the operation of the IGBT. A component of the hole current travels in fairly 
straight-line paths directly to the source metallization. However, most of the holes are 
attracted to the vicinity of the inversion layer by the negative charge of the electrons in the 
layer. This results in a hole current component that travels laterally through the p-type 
body layer, as is diagrammed in Fig. 25-3a. This lateral current flow will develop a lateral 
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voltage drop in the ohmic resistance of the body layer (modeled as the spreading resis­
tance in Fig. 25-3a), as indicated in the figure. This will tend to forward bias the n+p 
junction (labeled J 3 in Fig. 25-1a) with the largest voltage across the junction occurring 
where the inversion layer meets the n+ source. 

If the voltage is large enough, substantial injection of electrons from the source into 
the body region will occur and the parasitic npn transistor diagrammed in Fig. 25-3b will 
be turned on. If this occurs, then both the parasitic npn and pnp transistors will be on, and 
hence, the parasitic thyristor composed of these transistors will latch on and latchup of the 
IGBT will have occurred. For a given IGBT with a specified geometry, there is a critical 
value of drain current that will cause a large enough lateral voltage drop to activate the 
thyristor. Hence, the device manufacturer specifies the peak allowable drain current JDM 

that can flow without latchup occurring. There is also a corresponding gate-source 
voltage that permits this current to flow that should not be exceeded. 

Once the IGBT is in latchup, the gate no longer has any control of the drain current. 
The only way to tum off the IGBT in this situation is by forced commutation of the 
current, exactly the same as for a conventional thyristor. If latchup is not terminated 
quickly, the IGBT will be destroyed by the excessive power dissipation. A more complete 
equivalent circuit for the IGBT, which includes the parasitic npn transistor and spreading 
resistance of the body layer, is shown in Fig. 25-4b. 

The description of latchup just presented is the so-called static latchup mode because 
it occurs when the continuous on-state current exceeds a critical value. Unfortunately. 
under dynamic conditions when the IGBT is switching from on to off, it may latch up at 
drain current values less than the static current value. Consider the IGBT embedded in a 
step-down converter circuit. When IGBT is turned off, the MOSFET portion of the device 
turns off quite rapidly, and the portion of the total device current that it carries goes to 

zero. There is a corresponding rapid buildup of drain-source voltage, as will be described 
in detail in the next section, which must be supported across the J2 drift-body junction. 
This results in a rapid expansion of the depletion layer because of its low doping. This 
increases the base transport factor Oopnp of the pnp transistor, which means that a greater 
fraction of the holes injected into the drift region will survive the traverse of the drift 
region and will be. collected by the J2 junction. The magnitude of the lateral hole current 
flow will then increase and, hence, the lateral voltage will increase. As a consequence, the 
conditions for latchup will be satisfied even though the on-state current prior to the start 
of tum-off was below the static value needed for latchup. The value of I DM specified by 
the device manufacturer usually is given for the dynamic latchup mode. 

25-5-2 AVOIDANCE OF LATCHUP 

There are several steps that can be taken by the device user to avoid latchup and that the 
device manufacturer can take to increase the critical current required for the initiation of 
latchup. The user has the responsibility to design circuits where the possibility of over­
currents that exceed I DM are minimized. However, it is impossible to eliminate this 
possibility entirely. Another step that can be taken is to slow down the IGBT at tum-off 
so that the rate of growth of the depletion region into the drift region is slowed down and 
the holes present in the drift region have a longer time to recombine, thus reducing the 
lateral current flow in the p-type body region during the tum-off. The increase in the 
tum-off time is easily accomplished by using a larger value of series gate resistance R6 • 

as will be explained in the next section. 
The device manufacturer seeks to increase the latching current threshold lDM by 

lowering the body-spreading resistance in the equivalent circuit of Fig. 25-4b. This is 
done in several ways. First the lateral width of the source regions, labeled Ls in Fig. 



25-5 LATCHUP IN IGBTs 633 

25-la, is kept as small as possible consistent with other requirements. Second, the p-type 
body region is often partitioned into two separate regions of different levels of acceptor 
doping density, as is illustrated in Fig. 25-5a. The channel region where the inversion 
layer is formed is doped at a moderate level, on the order of 1016 cm -3, and the depth of 
the p-region is not much deeper than the n + source region. The other portion of the body 
layer beneath the n + source regions is doped much more heavily, on the order of 1019 

cm-3 , and is made much thicker (or equivalently deeper). This makes the lateral resis­
tance much smaller both because of the larger cross-sectional area and because of the 
higher conductivity. 

Another possible modification to the body layer is shown in Fig. 25-5b, where one 
of the source regions is eliminated from the basic IGBT cell. This allows the hole current 

n 

Drain 

(a) 

n 

(b) 

Figure 25-5 IGBT with modified body-source regions to lower the 
spreading resistance so that the drain current threshold for latchup is 
increased: (a) modification of the body region by heavier doping and 
greater depth to lower the spreading resistance; (b) modified IGBT with 
a hole current bypass structure to lower the spreading resistance. 
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to be collected by the entire side of the cell where the source has been removed. This 
so-called hole bypass structure in effect provides for an alternate path for the hole current 
component that does not have to flow laterally beneath a source region. This geometry is 
quite effective in raising the latchup threshold, but it does so at the expense of reducing 
the transconductance of the IGBT, since the effective width of the gate is reduced by the 
loss of the second source region in the basic cell. 

By such means as these, the problem of latchup in IGBTs has been greatly mini­
mized. Modem IGBTs are essentially latchup proof. 

25-6 SWITCHING CHARACTERISTICS 

25-6-1 TURN-ON TRANSIENT 

The current and voltage waveforms for the tum-on of an IGBT embedded in a step-down 
converter circuit similar to that shown in Fig. 22-10 for the MOSFET are shown in Fig. 
25-6. The tum-on portions of the waveforms appear similar to those of the power MOS­
FET shown in Fig. 22-11 of Chapter 22. The similarity is to be expected, since the IGBT 
is essentially acting as a MOSFET during most of the tum-on interval. The same equiv­
alent circuits used in Chapter 22 for discussing the MOSFET tum-on waveforms can also 
be used for calculating the tum-on characteristics of the IGBT. 

vas(t) 0 ----~t..-I----~--_+------------~ 

iO<t) 0 -----......,f---,.---+--L-------_ 

VDS(on) 

vDS(t) 0 ----~----~--_+----+_--_r_--

Figure 25-6 Turn-on voltage and current wavefonns of an IGBT in a step-down 
converter circuit. 



25-6 SWn'CHING CHARACTERISTICS 635 

The 'tv2 interval observed in the MOSFET drain-source voltage wavefonn in Fig. 
22-11 is usually observed in the IGBT drain-source voltage wavefonn. Two factors will 
contributed to the tlv2 interval in the IGBT wavefonn. First the gate-drain capacitance 
Cgd will increase in the MOSFET portion of the IGBT at low drain-source voltages in a 
manner similar to that observed with power MOSFETs. Second, the pnp transistor portion 
of the IGBT traverses the active region to its on state (hard saturation) more slowly than 
the MOSFET portion of the IGBT. Until the pnp transistor is full on, the full benefit of 
conductivity modulation of the drain-drift region has not been achieved, and thus the 
voltage across the IGBT has not dropped to its final on-state value. 

25-6-2 TURN-OFF TRANSIENT 

The tum-off voltage and current wavefonns for the IGBT in the step-down converter 
circuit are shown in Fig. 25-7. The observed sequence of a rise in the drain - source 
voltage to its blocking state value before any decrease in the drain current is identical to 
that observed in all devices used in a step-down converter circuit. The initial time inter­
vals, the tum-off delay time td(off), and the voltage rise time trv are governed by the 
MOSFET portion of the IGBT. The equivalent circuits used in Chapter 22 to describe 
these portions of the power MOSFET turn-off can also be applied to the IGBT. 

The major difference between the IGBT tum-off and the power MOSFET turn-off is 
observed in the drain current wavefonn where there are two distinct time intervals. The 
rapid drop that occurs during the tlil interval corresponds to the turn-off of the MOSFET 
section of the IGBT. The "tailing" of the drain current during the second interval tli2 is 
due to the stored charge in the n - drift region. Since the MOSFET section is off and there 
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Figure 25-7 T urn-off voltage and current wavefonns of an IGBT embedded in a step­
down converter circuit. 



636 CHAPTER 25 INSULATED GATE BWOLAR TRANSISTORS 

is no reverse voltage applied to the IGBT tenninals that could generate a negative drain 
current, there is no possibility for removing the stored charge by carrier sweep-out. 

The only way that these excess carriers can be removed is by recombination within 
the IGBT. Since it is desirable that the excess-carrier lifetime in this region be large so that 
the on-state voltage drop is low, then the duration of the 'il2 interval at turn-off will be 
correspondingly long. However, a long 1/;2 interval is undesirable because the power 
dissipation in this interval will be large since the drain-source voltage is at its off-state 
value. This time increases with temperature, as does the tailing time in a power BIT. 
Thus, a trade-off between on-state losses and faster turn-off times must be made in the 
IGBT, which are quite similar to those made with minority-carrier devices such as BITs, 
thyristors, diodes, and the like. Electron irradiation of the IGBT is often used to set the 
carrier lifetime in the drift region to desired value. 

Punch-through IGBTs attempt to minimize the current tailing problem by shortening 
the duration of the tailing time. This is done by means of the n+ buffer layer described 
earlier and shown in Fig. 25-1. This layer is designed to have a much smaller excess­
carrier lifetime than the n - drift region and thus the buffer layer acts as a sink for excess 
holes. The greater recombination rate of the holes in the buffer layer sets up a hole density 
gradient in the n - drift region during turn-off that causes a large flux of diffusing holes 
toward the buffer layer in a manner analogous to anode shorts in the GTO. This greatly 
enhances the removal rate of holes from the drift region and thus shortens the 'ii2 interval. 
The buffer layer is relatively thin and heavily doped so that the ohmic losses in it are 
negligible in the on-state when large currents are flowing through the IGBT. The use of 
the buffer layer allows the drift region to be up to a factor of two smaller than for 
non-punch-through IGBTs. Hence, the on-state losses in the drift region of a PT device 
should be lower than those of a comparable (same voltage rating and same drift region 
carrier lifetime) NPT device. 

Non-punch-through IGBTs attack the current tailing problem by minimizing the 
magnitude of the current during the tailing interval. This is done by designing the IGBT 
so that the MOSFET section carries as much of the total current as possible. When the 
IGBT turns off, the MOSFET section and the current carried by it turns off rapidly leaving 
only the small fraction of the total current that was flowing in the BJT section remaining 
as the tailing current. Newer NPT IGBTs designs have 90% or more of the total currera 
carried by the MOSFET section of the device. This is accomplished by designing the PNP 
transistor section to have as Iowa value of beta as practical. The steps for doing this ~ 
described in the next section. The lifetime in the drift region is kept as large as possible 
in order to minimize drift region on-state losses. 

25-6-3 NPT VERSUS PI' STRUCTURES 

Both IGBT geometries are effective in minimizing the effects of the tailing currenL 
IGBTs are commercially available with voltage ratings as large as 1700 V, on-8t* 
currents of several 100 amperes, and turn-off times of 1 microsecond or less. Develop­
mental efforts are in progress to realize IGBTs with voltage ratings of 2500 V. 

While both geometries are being explored, there is currently the expectation that the 
non-punch-through geometry will have lower overall losses at higher voltage ratings. A 
wide base width for BJT section decreases its beta, and since the drift region of an IGBT 
is the base of the PNP transistor, higher voltage ratings requiring longer drift regions lead 
naturally to lower betas. Low emitter injection efficiency, which can be achieved by 
doping the emitter (the p-type anode of the IGBT) of the PNP transistor more lightly (In" 
to 1018 cm-3

), will also reduce the beta or the PNP transistor. This step is also easier .. 
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implement at higher voltage ratings because the on-state losses contributed by the p-type 
anode become an increasingly smaller part of the overall on-state losses as the IGBT 
voltage rating increases. The on-state losses of high voltage IGBTs are dominated by the 
MOSFET channel losses and the drift region losses which completely mask any small 
increases in the ohmic resistance of the p-type anode due to smaller doping levels. 

At the lower voltage ratings, 1000-1200 V and lower, the punch-through geometry 
appears to have lower overall losses compared to the non-punch-through structure for the 
reasons described previously. The steps necessary to keep the beta of the BJT section 
desirably small in NPI structures are not as effective as in higher voltage ratings. It is 
anticipated that the punch-through structure will have more severe problems with ava­
lanche breakdown as the voltage rating increases beyond the 1000-1200 V range. Two 
factors support this expectation. 

First, the BJT in a PI device has a larger beta because the drift region and thus the 
BJT base is smaller compared to a similar-rated NPT geometry. Larger betas lead to 
reduced breakdown voltage capabilities (recall the discussion in Chapter 21 regarding the 
reduction of BV CEO compared to BV CBO as the BJT beta increases). Secondly, detailed 
analysis (which is beyond the scope of this discussion) indicates that in the blocking state, 
the PI device has a larger electric field (by nearly a factor of two) at the blocking junction 
compared to a similar NPI geometry. As both device types are scaled to higher voltage 
operation, the electric field in the PI structure will reach breakdown magnitudes at lower 
blocking voltages than will the NPI structure. 

These considerations lead to the expectation that both geometries wiIl be used in 
future generations of IGBT designs. Some device manufacturers even question the ex­
pectation that PI structures are not the best choice for future higher voltage (greater than 
1700 V) ratings and are planning to use PI geometries for these higher voltage ratings. 

25-7 DEVICE LIMITS AND SOAs 

The maximum drain current I DM is set so that latchup is avoided and so problems with 
connecting wires from the chip to the case or in thin film metallizations are avoided. There 
is also a maximum permissible gate-source voltage V GS(rnax)' The value of this voltage is 
set by gate oxide breakdown considerations. The IGBT is designed so that when this 
gate-source voltage is applied, the maximum current that can flow under fault (short­
circuit) conditions is approximately 4 to 10 times the nominal rated current. Under these 
conditions the IGBT will be in the active region with a drain-source voltage equal to the 
off-state voltage. Recent measurements indicate that the device can withstand such cur­
rents for 5-10 microseconds depending on the value of V DS and can be turned off by V GS' 

The maximum drain-source voltage is set by the breakdown voltage of the pnp 
transistor. The beta of the transistor is quite small, so its breakdown voltage is essentially 
BVCBO ' the breakdown voltage of the drift-body junction (junction J 2 in Fig. 25-la). 
Devices with blocking capabilities as large as 1700 V are commercially available and 
devices with larger voltage ratings are in development. 

The maximum permissible junction temperature in commercially available IGBTs is 
150°C. The IGBT can be designed to have an on-state voltage that changes little between 
room temperature and the maximum junction temperature. The reason for this is the 
combination of positive temperature coefficient of the MOSFET section and the negative 
temperature coefficient of the voltage drop across the drift region. 

Individual IGBTs are available that have nominal current ratings as large as 200-400 
amperes. IGBTs are easily paralleled because of the good control over the variation of 
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Figure 25-8 Safe operating areas of an IGBT: (a) forward-bias 
SOA; (b) reverse-bias SOA. 

IGBT parameters from one device to another and also because of the small variation in 
on-state voltage with temperature. As many as four to six IGBTs connected in parallel ~ 
available as modules which have current ratings of 1000 to 1500 amperes. 

The IGBT has robust SOAs both during turn-on and turn-off. The forward-bias safe 
operating area shown in Fig. 25-8a is square for short switching times, identical to the 
FBSOA of the power MOSFET shown in Fig. 22-19 for turn-on times shorter than 1 IDS. 

For longer switching times the IGBT is thennally limited, as shown in the FBSOA, aod 
this is also identical to the behavior FBSOA of the power MOSFET. 

The reverse-bias safe operating area RBSOA is somewhat different than the FBSO~ 
as is illustrated in Fig. 25-8b. The upper-right-hand corner of the RBSOA is progressively 
cut out and the RBSOA becomes smaller as the rate of change of reapplied drain-to-soura: 
voltage dVDSldt becomes larger. The reason for this restriction on the RBSOA as a 
function of reapplied dVDSldt is to avoid latchup. Too large a value of dVDSldt dUJiDs 
turn-off will cause latchup of the IGBT exactly as it can in thyristors and GTO. F~ 
nately, this value is quite large, comparing favorably with other power devices. In • 
dition, the device user can easily control the reapplied dVDSldt by proper choice of V GG­

and gate drive resistance. 
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SUMMARY 

This chapter has examined the structure and characteristics of a fairly new power device, 
the insulated gate transistor, or IGBT. The important conclusions are listed: 

I. The IGBT is designed to operate as a MOSFET with an injecting region on its drain 
side to provide for conductivity modulation of the drain-drift region so that on-state 
losses are reduced. 

2. The performance of the IGBT is thus midway between that of a MOSFET and a BIT. 
It is faster than a comparable BIT but slower than a MOSFET. Its on-state losses are 
much smaller than those of a MOSFET, and are comparable with those of a BIT. 

3. The IGBT structure contains a parasitic thyristor that must not be allowed to tum on 
or else the gate will lose the ability to tum off the device. 

4. Prevention of the tum-on of the parasitic thyristor involves special structural modifi­
cations of the IGBT structure by the device manufacturer and observance of maximum 
current and voltage ratings of the device by the user. New devices appear to be latchup 
proof. 

5. The tum-on speed of the IGBT can be controlled by the rate of change of the gate­
source voltage. 

6. The IGBT has a rectangular SOA for switch-mode applications similar to the MOS­
FET and thus has minimal need for snubber circuits. 

PROBLEMS 

25-1 P-channel MOSFETs require about three times the area on a silicon wafer to achieve a perfonnance 
comparable to an n-channel MOSFET. However, p-channel IOBTs have the same area as n-channel 
IOBTs. What are the reasons for the differences between the IOBT behavior and the MOSFET 
behavior? 

25-2 During tum-off, the drain current in an IOBT will exhibit different behaviors depending on whether 
the carrier lifetime in the drift region is longer or shorter. Qualitatively sketch the drain current 
versus time during tum-off for a short-lifetime IOBT and for a long-lifetime IOBT and explain the 
reasons for the differences. 

25-3 A punch-through IOBT will have a higher output resistance in the active region (flatter iD-VDS 

curves in the active region) than a non-punch-through IOBT. Explain why. 

25-4 Estimate the forward and reverse breakdown voltages of the IOBT shown in Fig. 25-1. The doping 
levels are p+ = n+ = 1019 cm-3

, p = 1017 cm-3, and n- = 1014 cm-3
• The length (dimension 

parallel to the current flow direction) of the drift region is 25 ~m. 

25-5 An IOBT and a MOSFET, both n-channel devices, are designed to block voltages as large as 750 
volts in the off-state. The effective conducting area of both devices is 2 cm2

• If the on-state voltage 
is limited to 3 V or less, estimate the on-state current each device can conduct. Use nb = 1016 cm- 3 

as the excess carrier density at which the mobilities and carrier lifetime begin to decrease with 
increasing carrier density. 

25-6 A punch-through (PT) IOBT and a non-punch-through (NPT) IOBT are each designed to block 1200 
V and both have the same effective conducting area in the on-state. Estimate the relative on-state 
current capability of each device assuming that both devices have the same on-state voltage. 

25-7 An IOBT can tolerate an overcurrent of considerable magnitude if its duration is not too long. 
Advantage can be taken of this characteristic in some circuit designs. Approximately estimate the 
overcurrent capability of an IOBT rated at BVDSS = 1000V. Assume an effective conducting area 
of 0.25 cm2

, an overcurrent duration of 10 microseconds, and a maximum junction temperature of 
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300°C. Use nb = 1016 cm- 3 as was suggested in Problem 25-5. Hint: Recall that CydT = dQ, 
where dQ = increase in heat energy, dT = temperature increase, and Cy = specific heat per unit 
volume. 

25-8 Consider an IGBT and a MOSFET with the same BV DSS rating and the same on-state current rating. 
Which device has the smaller values of C gs and C gd and why? 

25-9 An IGBT circuit module complete with its own drive circuit has been made with the following 
performance specifications: 

dVDS 
VDSM = 800 V IDM = 150 A dt < 800 V/I1S 

ton = td(on) + tri + t.rv = 0.3 I1S toff = td(off) + trv + t.ri = 0.75 I1S 

This module is to be used in a step-down converter circuit with a diode-clamped inductive load. In 
this circuit the free-wheeling diode is ideal, the dc supply voltage is Vd = 700 V, the load current 
10 = 100 A, and the switching frequency is 50 kHz with a 50% duty cycle. Determine if the IGBT 
module is overstressed. 
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CHAPTER 26 

EMERGING DEVICES AND 
CIRCUITS 

26-1 INTRODUCTION 

The number of semiconductor power devices available today is impressively large com­
pared with just a few years ago. The list includes diodes, bipolar junction transistors, 
monolithic Darlingtons, MOSFETs, thyristors, GTOs, and IGBTs. Research efforts will 
continue to improve these devices, increasing their blocking voltage capabilities, lowering 
their on-state losses, and increasing their switching speeds. 

Other device and integrated circuit concepts are also currently being explored that 
show significant potential for future power electronic applications. These concepts that 
have not yet found general commercial acceptance or are still in the laboratory prototype 
stage we term emerging devices and circuits. A list of such emerging devices would 
include power junction field effect transistors (also termed static induction transistors), 
field-controlled thyristors (bipolar static induction transistors), MOS-controlled thyristors 
(MCTs), high-voltage integrated circuits and so-called smart power circuits and devices. 
Some of these devices may become widely used in the future, so it is important for 
designers of power electronic circuits to be aware of these potentially useful devices. In 
this chapter we briefly summarize the characteristics of these emerging devices and 
discuss their physical principles of operation and operational limitations. We also consider 
other semiconductor materials that may someday replace silicon for making power de­
vices. 

26-2 POWER JUNCTION FIELD EFFECT TRANSISTORS 

26-2-1 BASIC STRUCTURE AND J- r CHARACTERISTICS 

The vertical cross section of an n-channel power junction field effect transistor, JFET, 
(sometimes called a static induction transistor or SIT) is shown in Fig. 26-la. This 
particular geometry is utilizing a so-called recessed gate structure, one of the more 
promising structures for the IFET. The gate and source regions are highly interdigitated 
in a manner similar to the interdigitation used in MOSFETs. Hundreds and even thou­
sands of these basic gate- source cells are connected in parallel to make up a single power 
JFET. The doping levels indicated qualitatively in the figure are similar to those used in 
.other power semiconductor devices and designated by the same qualitative symbols. The 
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Fi~re 26-t Structure and circuit symbols for WETs: 
(a) recessed gate WET cross section; (b) JFET circuit symbols. 

dimensions shown symbolically in the figure playa major role in determining the device 
characteristics, as will be discussed shortly. 

In a power JFET the channel width w is fairly narrow, typically a few micrometers 
to a few tens of micrometers and the channel length Ie is made smaller than the width w. 
The device manufacturer also attempts to minimize the dimension Igs. The length of the 
gate-drain region Igd is dependent on the desired value of blocking voltage capability. 
This lightly doped region is essentially a drain-drift region analogous to that of the power 
MOSFET. 

The circuit symbol for an n-channel JFET is shown in Fig. 26-1b. The arrow pointing 
into the gate indicates the direction of gate current that would flow if the gate-source 
junction becomes forward biased. The symbol for a p-channel JFET is also shown in this 
figure. 

The i-v characteristics for an n-channel power JFET are shown in Fig. 26-2a. These 
characteristics are quite different from those of a MOSFET and are often referred to as 
triodelike characteristics because of their resemblance to the i-v characteristics of vacuum 
triodes. An approximate transfer curve of drain-source voltage versus gate-source voIt-
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age is shown in Fig. 26-2b. The slope of this transfer curve is often tenned the blocking 
gain f.L because when the curves of iD versus VDS are extrapolated to zero drain current, 
as indicated in Fig. 26-2a, this slope represents the incremental increase in drain-source 
voltage that can be blocked by the device in the off state for a given incremental increase 
in the gate-source voltage. 

The most important feature to note about the i-v characteristics is that the JFET is a 
nonnally-on device, meaning that when the gate is shorted to the source, the device is in 
the on state. In contrast, all other semiconductor power devices that we have discussed are 
nonnally-off devices. A nonnally-on characteristic is undesirable in most power elec­
tronic applications because the normally-on device may permit unacceptably large tran­
sient current flows at system power-up, whereas a nonnally-off device has a built-in safety 
feature of being off at system power-up. Because of this drawback, the power JFET has 
not found any widespread usage even though some are commercially available. 

26-2-2 PHYSICS OF DEVICE OPERATION 

As we indicated earlier, the JFET is in the on state when the gate-source voltage is zero. 
This occurs because there is no hindrance to the flow of current between drain and source 
in the simplified structure shown in Fig. 26-3a. The width of the channel region between 
the p+ gate regions is large enough so that the depletion regions of the gate-source 
junction at vGS = 0 do not meet in the center of the channel and thus pinch it off. In this 
on-state, the device designer seeks to minimize the ohmic resistance between the drain 
and source by making the channel length Ie short as well as the drain-drift region length 
Igd• The lateral layout of the gate and source regions also impacts the on-state resistance 
of the device. 
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Figure 26-3 Gate depletion layers of a JFET: (a) in the on state; (b) in the blocking state. 

When a reverse bias is applied to the gate-source pn junction, the depletion layers 
grow in width, and at the particular value of VGS, termed the pinch-off voltage Vp ' the 
depletion layers meet in the middle of the channel and pinch it off, as is indicated in Fig. 
26-3b. In this circumstance there will be no flow of current between drain and source as 
long as the drain - source voltage is kept small. This is the off state of the JFET. 

If the gate- source voltage is kept at a constant value IV GGI > IVpl, initially no drain 
current will flow as vDS == V DD is increased from zero. The depletion layers that are 
blocking the channel have set up a potential barrier to the flow of drain current, as is 
illustrated in Fig. 26-4. The electric field EGs, diagrammed in Fig. 26-4, which results 
from this potential barrier, opposes the electric field EDS' which is set by the applied 
drain-source voltage. As VDD increases, E DS increases while EGS remains fixed because 
of the fixed V GG and the net electric field in the depletion region in the channel that is 
bl<?C~ing the flow of current becomes progressively smaller. The result is that the potential 
barrier to the flow of drain current gets smaller and smaller, as diagrammed in Fig. 26-4. 

When V DS is large enough to suppress the potential barrier set up by V GG, the 
depletion layer has been effectively eliminated from the center of the channel and current 
begins to flow. Increases in drain-source voltage beyond this, the threshold value of 
~jV GGI == V DD will cause large increases in the drain current, since the incremental slope 
of the i-v characteristic in this operating region is essentially the on-state resistance. To 
maintain the JFET in the off state for some specified maximum value of VDS == V DSM' the 
gate-source voltage must be larger than V DSM/~' The length LSd of the drain-drift regioo 
is set by the requirement that this region accommodate the depletion layer of the gate­
drain junction at the maximum value of drain-source voltage VDSM without avalanche 
breakdown occurring. 

It is possible to operate the JFET in a so-called bipolar mode when it is in the on state. 
Instead of reducing vGS to zero volts in order to turn on the JFET, the gate-source 
junction is forward biased. This leads to a significant reduction in the on-state resistance 
because the forward-biased junction injects minority carriers into the channel that con­
ductivity modulates the on-state channel resistance. In this situation, significant gate 
currents must flow, and from a terminal viewpoint, the device appears similar to a BIT in 
the on state. In fact, the drain current that can flow in this mode of operation is propor­
tional to the magnitude of the gate current, and the incremental current gain is typically 
100 or more at small drain currents and falls as ID is increased. If the JFET is designed 
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Figure 26-4 Potential barrier to current flow in a power IFET because of the applied 
gate-source voltage. As the applied drain-source voltage is increased, it gradually 
suppresses this barrier. 

with narrow channel widths so that the channel is pinched off at zero gate-source bias, 
the only way to tum on the device is to forward bias the gate-source junction. This 
produces a lFET with a nonnally-off characteristic, and it has been called a bipolar static 
induction transistor (BSIT). The i-v characteristic of the BSIT looks similar to that of a 
BIT. 

26-2-3 SWITCHING CHARACTERISTICS 

A nonnally-on lFET is very similar to the MOSFET as far as its switching characteristics 
are concerned. The equivalent circuit for the nonnally-on lFET is identical to that of the 
MOSFET, and the switching wavefonns and switching times will be the same as for a 
comparable MOSFET. The analysis presented in Chapter 22 for the MOSFET can be used 
with the lFET with only minimal changes. The major difference between the two devices 
is that the n-channel lFET requires a negative going gate- source voltage to tum off and 
a positive going VGS to tum on, whereas just the opposite is required for the MOSFET. 

If the lFET is operated in the bipolar mode or is fabricated as a nonnally-off device 
(BSIT), then it will behave in a switching application more as a bipolar junction transistor 
than as a MOSFET. This will include some of the phenomena associated with stored 
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charge since the forward-biased gate-source junction injects minority carriers into the 
channel when the device is in the on state. 

Two principal differences will be noted between the tum-off wavefonns of a bipolar­
mode IFET and the BIT. First, there will be only one current fall time interval with the 
bipolar-mode JFET because there is no quasi-saturation region such as is observed with 
the BIT. Second, the tum-off time of the JFET including both storage delay time and 
current fall time will be considerably shorter for the JFET than for a comparable BIT. 

The reason is that the JFET has no pn junction in the path of the drain current that can 
interrupt the sweep-out of excess carriers as the device switches off. When an in-line pn 
junction, such as the collector-base junction or emitter-base junction becomes reverse 
biased, any stored charge in the device becomes trapped in the device and can be removed 
only by internal recombination. This considerably slows down the tum-off of the device. 
Special modifications to the device structure, such as anode shorts in GTO or special drive 
circuit arrangements such as emitter-open switching with the BIT, are often used to 
mitigate the effects of this trapped stored charge. 

26-3 FIELD-CONTROLLED THYRISTOR 

26-3- t BASIC STRUCTURE AND 1- r CHARACTERISTIC 

If the drain of a power JFET structure is modified into an injecting contact by making it 
into a pn junction, then a new device is produced. This new device, which is variously 
tenned a field-controlled thyristor (Fer), a field-controlled diode, and in Japan, a bipolar 
static induction thyristor (BSIThy), has the basic structure shown in Fig. 26-5. What 
would nonnally be the drain of an n-channel JFET is converted into a pn junction, as is 
shown, and it becomes the anode of the device. The source of the JFET portion of the new 
structure is now tenned the cathode. The circuit symbol for the FCf is shown in Fig. 
26-5b and is essentially a diode symbol with a gate terminal added. The arrow on the gate 
terminal indicates the direction of forward-bias current flowing into the gate- source pn 
junction. 

The i-v characteristic of a nonnally-on FCT is shown in Fig. 26-6. In the forward­
bias portion of the characteristic, the FCf appears similar to the power JFET. The 
difference in the forward-bias operation of the two devices is quantitative, with the FCf 
being able to conduct far larger currents than the IFET for the same on-state voltage. The 
FCf also blocks in the reverse direction because of the addition of the pn junction at the 
anode. This reverse blocking is independent of the voltage applied to the gate-source 
junction. 

The FCT can also be made with a nonnally-off characteristic by using the same 
approach as was described for the nonnally-off JFET. The i-v characteristics of a nor­
mally-off FCT are similar to those of a BSIT except that the current levels are far larger 
because of the lower on-state resistance of the FCf. 

26-3-2 PHYSICAL DESCRIPTION OF FCT OPERATION 

As was explained in the preceding section, the FCf is basically a power JFET structure 
with an injecting contact at the anode (JFET drain). The injection of minority carriers 
from the anode into the anode drift region results in large conductivity modulation of the 
region. Consequently, there is a small value of on-state resistance compared with a JFET 
and a corresponding low value of on-state voltage, even at large values of currents. 
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The JFET-like gate structure gives the FCT a tum-off capability in addition to a 
tum-on capability. In the nonnally-on FCT, tum-off is accomplished by applying a large 
reverse bias to the gate-cathode tenninals so that the gate-cathode junction is reverse 
biased. The depletion region of this junction then grows and pinches off the channel 
connecting the anode to the cathode, thus preventing any current flow. The negative bias 
on the gate draws the excess carriers out of the device as a large negative gate current, 
similar to the action in a GTO. If the FCT is fabricated as a nonnally-off device, then its 
tum-on and tum-off are similar to the tum-on and tum-off of a nonnally-off JFET. 

Even though the FCT is tenned a field-controlled thyristor, it is important to note that 
the device does not have any regenerative tum-on or tum-off as does a GTO. The FCT 
does not latch on or off. If the gate drive holding the nonnally-on FCT in the blocking 
state is removed, the FCT will tum on. Similarly, removal of the gate drive holding the 
nonnally-off FCT in the on-state will cause the device to turn off. 

26-3-3 SWITCHING CHARACTERISTICS 

The switching times of the FCT will be considerably slower than those of the nonnally-on 
JFET. This is because of the large amount of stored charge in the drift region and the 
channel region of the device. The switching wavefonns will be qualitatively similar to 
those of a nonnally-off JFET, although the tum-off times will be significantly longer 
because of the large amount of drift region stored charge. As explained earlier, tum-off 
of the FCT requires a large negative gate current pulse, similar to a GTO. The nonnally­
off JFET does not have nearly the amount of drift region stored charge, since it does not 
have the injection of charge from the anode. 

The FCT would be expected to have large reapplied dvAKldt ratings, since it does not 
have any regenerative tum-on mechanism such as limits the conventional thyristor. This 
expectation has been verified in laboratory prototypes of FCT structures. 

Laboratory prototypes of FCTs have also demonstrated that limits exist to the allowed 
values of diAldt, especially during device tum-on. Several factors lead to turn-on of the 
FCT in localized areas and then expansion of these localized areas to encompass the entire 
active region of the device as time proceeds. The localized turn-on leads to small regions 
of high-power dissipation, which will be too large if the rate of growth of the anode 
current diAldt exceeds some maximum rate. The excessive power dissipation in this small 
area can then cause device failure just as it can in comparable situations in BJTs or 
thyristors. Improvements in the diAldt rating have been made in recent years so that FCTs 
now have ratings in excess of 1000 A/jJ-S. 

26-4 JFET -BASED DEVICES VERSUS OTHER POWER DEVICES 

The blocking voltage capability of the JFET that has been achieved to date compares 
reasonably well with the BJT or the MOSFET. The limiting factor in the JFET is not 
avalanche breakdown across the depletion region in the drift region but rather the achiev­
able value of blocking gain. The maximum voltage that can be blocked between anode 
and cathode or drain and source is crudely modeled as the product of the blocking gain and 
the breakdown voltage of the gate-source junction. 

The on-state losses in a JFET are larger than in a comparable MOSFET. The reasons 
are largely technological rather than fundamental, and further research will narrow the gap 
between the two types of devices. Intuitively one would expect that JFETs and MOSFETs 
made to block the same voltages in the off-state would have the same on-state losses. If 
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the JFET is operated in the bipolar mode, then the on-state losses of the JFET lie between 
those of the MOSFET and the BIT. 

The switching speeds of normally-on JFETs are presently somewhat slower than 
those of comparable MOSFETs. This is basically a technological limitation rather than a 
fundamental one. The normally-off JFET (BSIT) has switching speeds that are currently 
comparable or somewhat better than those of a comparable BJT. In principle a BSIT 
should have faster tum-off times than a BJT because of the lack of an in-line pn junction 
that can lead to an open-base tum-off problems such as can slow down the BJT. The FCT 
is somewhat faster than a GTO, the device against which it is normally compared. 

Normally-on JFETs, like MOSFETs, are majority-carrier devices and have no serious 
propensities to second breakdown as do BJTs and other minority-carrier devices. Bipolar­
mode JFETs and FCTs do have nonuniform tum-on of the active regions and, hence, 
some likelihood of second breakdown under the right conditions. This potential problem 
of current constrictions in bipolar-mode JFETs and FCTs also means that limits on dildt 
and dvldt may also exist. The seriousness of these potential problems is somewhat un­
clear, and further research will be needed to address this issue. 

Probably more than any other reason, the normally-on characteristic of the JFET is 
most responsible for the lag in its use in switch-mode applications compared with other 
devices. The disadvantages of this normally-on characteristic have already been detailed. 
Although it is possible to fabricate normally-off JFET-based devices, they have not yet 
matched the capabilities of other normally-off devices. Further research and development 
with JFET-based structures will be needed to rectify this situation. It is likely that it will 
not happen on a broad front, since the other devices discussed in the previous chapters 
have already found wider acceptance and their capabilities are continuing to be developed. 
The JFET -based devices will most likely find niche applications where their unique 
properties offer advantages that other devices cannot match. 

26-5 MOS-CONTROLLED THYRISTORS 

26-5-1 BASIC STRUCTURE 

The MOS-controlled thyristor (MCT) is a new device that has recently become commer­
cially available (Harris Semiconductor). It is basically a thyristor with two MOSFETs 
built into the gate structure with one of the two MOSFETs, the ON-FET responsible for 
turning the MCT on, and the other MOSFET, the OFF-FET, responsible for turning the 
device off. There are two types of MCTs, the P-MCT and the N-MCT, and both combine 
the low on-state losses and large current capability of thyristors with the advantages of 
MOSFET-controlled tum-on and turn-off and relatively fast switching speeds. 

A cross-sectional view of a single cell of a P-MCT is shown in Fig. 26-7a. A 
complete P-MCT is composed of many thousands of these cells fabricated integrally on 
the same silicon wafer and all the cells are connected electrically in parallel. The thyristor 
portion of the device has the same structure as a conventional thyristor. The p-type region 
nearest to the cathode, the base region of the npn transistor in the two-BJT model of the 
thyristor section shown in Fig. 26-7b, is the lightly doped region that must contain the 
depletion region of the blocking junction J2 when the device is off. The ON-FET is a 
p-channel MOSFET and the OFF-FET is an n-channel MOSFET. 

These MOSFETs are located around the anode of the MCT, as is shown in Fig. 
26-7a. and thus the MOSFETs share the same side or surface of the silicon wafer as the 
anode. Every cell contains an OFF-FET, but most cells do not have an ON-FET. Typi­
cally about lout of 20 cells contains an ON-FET. Because of the close packing of the 
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Figure 26-7 The P-MCT: (a) cross-sectional view; (b) equivalent circuit; 
(c) circuit symbol. 

cells, if one cell turns on, it will cause adjacent cells to tum on because some of the excess 
carriers in the cell with the ON-PET will be able to diffuse to the adjacent cells and thus 
provide them with the excess carriers needed for tum-on. An equivalent circuit for the 
P-MCT is shown in Fig. 26-7b, and it includes not only the two-BIT model of the 
thyristor portion of the device but also the ON-PET and OFF-PET. The circuit symbol for 
the P-MCT is shown in Fig. 26-7c. 

A cross-sectional view of a single cell of an N-MCf is shown in Fig. 26-8a. Like the 
P-MCT, a complete N-MCT is composed of many thousands of these cells fabricated 
integrally on the same silicon wafer, and all the cells are connected electrically in parallel. 
The thyristor portion of the device has the same pnpn structure as a conventional thyristor. 
The lightly doped region which must contain the depletion layer of the blocking junction 
J2 is placed in the n-type region nearest to the anode. This p-type region also functions as 
the base of the pnp transistor in the two-BIT model of the thyristor. The ON-PET is a 
n-channel MOSFET and the OFF-FET is an p-channel MOSFET. These MOSFETs are 
located around the cathode, as shown in Fig. 26-8a, and share the same side of the silicon 
wafer as the cathode. Every cell contains an OFF-FET, but only about I in 20 cells has 
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Figure 26-8 The N-MCT: (a) cross-sectional view; (b) equivalent circuit; 
(c) circuit symbol. 

an ON-PET. An equivalent circuit for the N-MCT is shown in Fig. 26-8b, and it includes 
not only the two-BJT model of the thyristor portion of the device but also the ON-PET and 
OFF-PET. The circuit symbol for the N-MCT is shown in Fig. 26-8c. 

The static i-v characteristic of both types of MCTs is essentially the same as for a 
GTO. Hence we will not repeat it here. Presently available MCTs are designed for 
asymmetrical blocking and little reverse-blocking capability, typically only about 25 V. 
Although the device is a latching switch, it is necessary to keep the gating signal appro­
priately activated in both the on and off states. Allowing the gating signal to go to zero 
opens up the possibility of unwanted turn-on or tum-off because of large dvldt values 
applied to the anode- cathode terminals of the MCT. 

26-5-2 MOSFET -CONTROLLED TURN-ON AND TURN-OFF 

Assume that the N-MCT of Fig. 26-8 is on and it is to be turned off. Tum-off is 
accomplished by turning on the p-channel OFF-PET in the equivalent circuit of Fig. 26-8b 
by applying a negative gate-cathode voltage to the MCT. When the OFF-PET is con-
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ducting, it shorts out the base-emitter junction of the npn transistor in the thyristor pair, 
and the base current into the transistor is diverted through the OFF-FET. This causes the 
npn transistor to begin to turn off as the stored charge in the base of the transistor 
disappears and is not replenished. The npn BIT current gain falls to a low value where the 
latch-on condition of the thyristor is no longer satisfied. Once this occurs, the thyristor 
turns itself off by regenerative action. During the turn-off of the thyristor, the other 
MOSFET in the circuit, the n-channel ON-FET, is kept in the blocking state by the 
negative gate-cathode voltage. 

The P-MCT is turned off in an analogous manner. However, because of the differ­
ence in structure, the gating signal must be a positive signal applied between the gate and 
the anode (gate positive and anode negative). The n-channel OFF-FET shorts out the 
base-emitter junction of the pnp transistor in the thyristor pair. 

In turning off either type of MCT, it is essential that the drain-source voltage of the 
conducting OFF-FET be kept well below 0.7 V, the value of base-emitter voltage that 
causes the BIT to be in the active region. This requirement means that there is a maximum 
on-state current through the MCT that can be turned off by means of gate control. When 
the OFF-FET is activated to turn off the MCT, the on-state current must go through the 
OFF-FET. When this current is larger than a specified value, the voltage drop across the 
OFF-FET exceeds 0.7 V, and the BIT will not turn off. 

If a P-MCT and an N-MCT are made to be as equivalent as possible, that is, the same 
size and relative doping levels, the P-MCT will be able to turn off a current approximately 
three times larger than an N-MCT. The reason for this is that the OFF-FET in a P-MCT 
is an n-channel MOSFET that has a value of on-state resistance that is three times smaller 
than the on-state resistance of a similar-sized p-channel device. The difference in the 
on-state resistances is caused by the mobility of electrons in silicon being about three 
times larger than the hole mobility. 

Turn-on is accomplished by driving the ON-FET into the conducting state and si­
multaneously driving the OFF-FET into its blocking state. Turn-on of the ON-FET in a 
P-MCT by means of a negative gate-anode voltage permits the flow of base current into 
the npn transistor in the thyristor pair, which thus activates the npn transistor. The 
collector current into the npn transistor flows out of the base of the pnp transistor, thus 
turning it on. Once both transistors are on, the regenerative action of the connection will 
cause the thyristor to latch on. The better conduction characteristic of the pnp transistor 
ensures that it will carry most of the base current of the npn transistor in the on state rather 
than the ON-FET, which is in parallel with the pnp BIT. During the on state of the 
P-MCT, the OFF-FET is kept in the blocking state, which is ensured by maintaining a 
negative gate-anode voltage. 

In an N-MCT the ON-FET is activated by means of a positive gate-cathode voltage 
that will simutaneously ensure that the OFF-FET is driven into its blocking state. Except 
for the changes in gating signal terminals and polarity of the gating signal, the turn-oo 
process is analogous to that just described for the P-MCT. 

26-5-3 RATIONALE OF OFF-FET PLACEMENT IN THE MCT 
STRUCTURE 

In order to turn off a thyristor, the latching condition (Xl + (X2 = 1 must be broken by 
making (Xl + (X2 <:: 1. This is accomplished by turning off one of the two transistors ia 
the two-transistor equivalent circuit. The turn-off of the selected BIT is done by shortiDc 
the base of the transistor to its emitter using the OFF-FEr, which is placed in shunt willi 
the base-emitter terminals. The transistor that should be selected for turn-off is the one 
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with the larger gain, that is, the larger value of the base transport coefficient (X because this 
will have the greatest effect in reducing the sum (XI + (X2' 

The transistor base that has the lightly doped region designed to contain the depletion 
layer of the blocking junction J2 will have a low value of the base transport coefficient (X 

because of the greater base thickness compared to the other transistor base. Hence the 
OFF-FET should be placed between the base-emitter terminals of the BJT, which has the 
narrower base width. In the case of the P-MCf, the higher gain transistor is the pnp BJT 
and thus the OFF-FET and ON-FET are placed around the anode terminal, as illustrated 
in Fig. 26-7a. For an N-MCf, the higher gain transistor is the npn BJT, and thus the 
OFF-FET and ON-FET must be placed around the cathode terminal as shown in Fig. 
26-8a. 

In most situations, the power electronics designer will want to drive the control 
terminals of the power switch from ground-referenced circuits in order to simplify the 
overall circuitry. Thus one of the two control terminals of the MCT should be grounded. 
This means that an N-MCT should have its cathode at ground and a P-MCT should have 
its anode at ground. Thus an N-MCT is used in circuits with positive dc voltages/power 
supplies such as the step-down converter shown in Fig. 26-9a. The same circuit powered 
with a negative dc supply would use a P-MCT as shown in Fig. 26-9b. 

26-5-4 MCT SWITCHING BEHAVIOR 

The MCfs can switch quite rapidly from off to on and from on to off with typical 
switching times being I j.LS. Figure 26-10 shows the approximate N-MCT switching 
waveforms for the step~down converter of Fig. 26-9a. The circuit contains no protective 
snubbers, so the MCT is exercised in a hard-switching mode of operation. 

Two switching times are used to characterize the tum-on waveforms of the MCf. The 
tum-on delay time td,on, which is shown in Fig. 26-10, is basically set by how fast 
substantial injection of excess carriers into the bases of the transistors can occur. Once 
there are substantial numbers of excess carriers in the base regions, the regenerative action 
of the thyristor can begin. Typical values of the tum-on delay time are about 0.5 j.LS. 

Toward the end of the tum-on delay time, the current begins to rise rapidly and the current 
rise time tri characterizes this interval. Typical values of tri are 0.5 j.LS and are governed 
by how fast the excess-carrier plasma can spread across the entire cross-sectional area of 
each cell. Since each cell has a relatively small area, this time is quite small. 

During tum-on, the MCf does not appear to have the typical hard-switched wave­
forms but instead appears to be protected by a tum-on snubber circuit because the current 

~ ~'~fCT 

(a) (b) 

Figure 26-9 Step-down converter using (a) an N-MCT and 
(b) a P-MCT. 
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Figure 26-10 Switching waveforms in a step-down 
converter using an N-MCT. 

is rising as the anode-cathode voltage is falling. This is due to the fact that the current 
rises very rapidly in the MCT due to the regenerative action of the thyristor structure. 
Values of dildt in the range of 500-1000 AllAos are easily achieved, and hence even a 
small amount of stray inductance La such as 0.3 IAoH can act as a turn-on snubber (La dildt 
= (3 X 10-7 H)(500 VI lAos) = 150 V). 

During tum-on it is necessary that the gate-cathode voltage rise time to its final 
on-state value not be any slower than a specified upper limit, typically about 200 os. 
This requirement stems from the need to ensure that all (typically lOS or more) paralleled 
MCf cells tum on at the same time so that current-crowding problems are mini­
mized. 

The tum-off of the MCf has the typical characteristics of a hard-switched device, and 
the waveforms are characterized by a tum-off delay time td,off and a current fall time It;. 
The tum-off delay time is typically I lAos or a little less and includes the time required for 
the anode-cathode voltage to reach its off-state value. The current fall time is controlled 
by how fast the excess carriers in the base regions of the thyristor structure recombine. 
Typical current fall times are 0.5-1 lAos. 

26-5-5 DEVICE LIMITS AND SAFE OPERATING AREA 

The safe operating area (SOA) of an MCT is shown qualitatively in Fig. 26-11. At small 
anode-cathode voltages, the maximum controllable anode current is the limiting bound­
ary of the SOA. By maximum controllable anode current, we mean the maximum on-state 
current that can be turned off under gate control. This value is determined by the char-
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Figure 26-11 Qualitative sketch of the 
MeT safe operating area. 

acteristics of the OFF-FET with P-MCfs having approximately three times greater ca­
pabilities than N-MCTs. 

Above some anode-cathode voltage that is very technology dependent, the maxi­
mum current boundary must be decreased as the voltage is increased to larger values. This 
decrease is related to both power dissipation considerations and an internal device ava­
lanche mechanism. At some significantly reduced current level, the allowable voltage 
values increase rapidly to zero-current breakover value. Since MCTs are new devices, the 
SOAs are very conservatively determined. They will become more ideally square as the 
technology improves. 

Single MCT devices currently available have maximum current capabilities of ap­
proximately 100-200 A in the on state and can block 2000- 3000 V in the off state. While 
the current ratings of single MCTs will increase as the technology improves, it will never 
match the single GTO capabilities. The reason is that MCTs have a very dense cell 
structure with very small feature sizes, approaching 1 /-Lm. With a large number of cells 
per unit area, the greater the overall device area, the more likely will be the possibility of 
a cell being a short between anode and cathode. Considerations of reasonable fabrication 
yields limit the achievable device area in MCTs. Gate tum-off thyristors have a much 
lower cell density since each cell is much larger. Consequently the overall area of a GTO 
can be much larger and thus have a larger current rating than an MCT before fabrication 
yield considerations come into play. 

Larger current ratings can be obtained by paralleling several MCTs. Modules of four 
to six MCfs connected in parallel have been demonstrated with current capabilities of the 
resultant module approaching 1000 A in the on state. These ratings will increase as the 
technology improves. 

The MCTs are also subject to dvldt and dildt limitations. The dvldt limitation of the 
MCT has the same physical origin as the dvldt limitations in thyristors and GTO. In order 
to have reasonably large dvldt limits, it is necessary to ensure that the OFF-FET is in the 
conducting state when the MCT is supposed to be off. This is accomplished by applying 
a continuous gating signal to the gate of the MCT so that the OFF-FET is held in the 
conducting state. If the gate signal is allowed to go to zero during the blocking state 
operation, then even moderate values of dvldt will tum on the MCT. At present MCTs 
have dvldt ratings of 500-1000 V//-Ls. 

The MCTs have dildt limits because of current-crowding problems. Since the ON­
FET are not densely distributed (i.e., one per cell) across the entire die surface, some cells 
(those with ON-FETs) tum on before the rest. Hence some limits on dildt are needed to 
prevent excessive currents from flowing in these cells. Increasing the density of the 
ON-FETs and other technology improvements will increase the dildt ratings. Currently 
available MCTs have dildt ratings of about 500 AI/-Ls. 
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26-6 POWER INTEGRATED CIRCUITS 

26-6-t TYPES OF POWER INTEGRATED CIRCUITS 

Modem semiconductor power control circuits have a considerable amount of control drive 
circuitry in addition to the power device itself. Several examples of this were presented 
in earlier chapters. The control circuitry often includes logic circuitry controlled by 
microprocessors. The inclusion of such control and drive circuitry on the same chip or 
wafer as the power device would greatly simplify the overall circuit design and broaden 
the range of potential applications. A cheaper and more reliable power control system 
would result from such integration. Overall, there would be a reduction in the complexity 
(fewer separate components) of circuits and systems using such power integrated circuits. 

Such integration has already been demonstrated in many applications. There are three 
classes of power integrated circuits including so-called smart or intelligent switches, high 
voltage integrated circuits (HVICs), and discrete modules. The domain of power inte­
grated circuits, particularly smart switches and HVICs, is considered to be current levels 
less than 50-100 A and voltages of approximately 1000 V or less. Discrete modules cover 
a much wider voltage-current range. 

Smart switches are vertical power devices onto which additional components are 
added to the extent feasible without requiring major changes to the vertical power device 
process sequence. Features such as on-chip sensors for overcurrents and overtemperature 
as well as portions of drive circuits are examples of things that can be included. A 
somewhat hypothetical example of a smart switch is shown in Fig. 26-12. The pn junction 
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Figure 26-12 Simple hypothetical example of a smart switch vertical 
cross-section (a) and its equivalent circuit (b). 
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fonned from the N- drift region and the P-body region is always reverse biased if the 
drain of the vertical power MOSFET is positive with respect to the source and thus, this 
junction provides the electrical isolation between the lateral and vertical MOSFETs. 

High-voltage integrated circuits (HVICs) are made using conventional logic-level 
device fabrication process but with some modifications so that lateral high-voltage devices 
can also be fabricated on the wafer compatibly with the low voltage devices. Two simple 
hypothetical examples of HVICs are shown in Fig. 26-13. These examples differ from 
each other in the manner in which electrical isolation between the various devices is 
realized. Actual HVICs have considerably more complexity. 

Discrete modules are composed of multiple chips mounted on a common insulating 
substrate and hennetically sealed into a single package. The various chips may include 
vertical power devices, a drive circuit chip, and a control circuit chip (perhaps even a 
PWM controller), and possibly other functionality. Although this approach is not a com­
pletely integrated fabrication method, we include it because of its potential and its current 
widespread application compared to smart switches or HVICs. 

26-6-2 CHALLENGES FACING PIC COMMERCIALIZATION 

The use of power-integrated circuits in power electronics applications faces several chal­
lenges both technical and economic. The technical issues include: 

1. Electrical isolation of high-voltage components from low-voltage components. 

2. Thennal management-power devices usually operate at higher temperatures than 
low-voltage devices. 

3. On-chip interconnections with high-voltage conductor runs over low-voltage de­
vices or low-voltage regions. 

Lateral HV 
DMOSFET 

D G S 

Lateral HV 
n-channel DMOSFET 

D G S 

Lateral logic 
level npn BJT 

E B C 

(a) 

Lateral logic 
leveln-MOSFET 

S G D 

p--substrate 

(b) 

Lateral logic 
level pnp BJT 

E C B 

Lateral logic 
level p-MOSFET 

S G D 

Figure 26-13 Simple hypothetical examples of high-voltage integrated 
circuits. In (a) electrical isolation is achieved by junction isolation while in 
(b) self-isolation is used. 
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4. Fabrication process must provide full range of devices and components-tran­
sistors (BIT, MOSFETs, IGBTs) diodes, resistors, capacitors, etc. 

In addition, the use of power integrated circuits faces several economic issues. These 
include: 

I. Large up-front development costs prior to any production runs. 

2. Cost differentials between the three types of PICs. 

3. Need for high volume applications to recover large development expenses. 

26-6-3 PROGRESS IN RESOLVING CHALLENGES 

Isolation of low-voltage devices from high-voltage elements, can be accomplished by 
either dielectric isolation, pn junction isolation, or self-isolation. Dielectric isolation can 
be implemented in two ways. In Fig. 26-14a, the isolation basically consists of etching a 
pocket in the chip or wafer and then growing a layer of silicon dioxide in it. Next, a layer 
of silicon is deposited over the Si02• After annealing the deposited silicon at a high 
temperature, it becomes recrystallized and can then be used for fabricating the low­
voltage devices. Alternatively, the wafer-bonding technique is iUustrated in Fig. 26-14b. 
Dielectric isolation is free of parasitic devices such as diodes that could become activated 

r-------------------~ 

i I 5i wafer I i 
I I 
I 5i02 I 
I I 
I I 
I 5i wafer with 5i02 I 
I A I L ___________________ J 

~-------------------~ 
I 
I 
I 
I 
I , , , , 
I Clean, flat surfaces contacted at i elevated temperatures under pressure i 
L __________________ ~J 

(a) 

r-------------------~ 

i 5i wafer i 
I I 
I I 
I 5i wafer with 5i02 I 
I I 
I I 
I Wafers bonded together metallurgically C I L ___________________ J 

~-------------------~ 

Top 5i wafer thinned for 
circuit fabrication 

5i wafer with 5i02 

Bottom wafer dielectrically isolated 
from top thin 5i film 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

0 1 ____________________ J 

Figure 26-14 Examples of dielectric isolation with (a) oxide re-fill of 
an etched pocket followed by silicon thin film overgrowth and (b) wafer 
bonding followed by thinning of the bonded wafer. 
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in certain circumstances and negate the isolation. At present, dielectric isolation is rela­
tively expensive to implement and results in lower yields compared to junction isolation 
or self-isolation, which are described below. 

Junction isolation, on the other hand, is much cheaper and easier to implement. A pn 
junction is fabricated so as to completely surround the area to be isolated as is diagrammed 
in Fig. 26-13a for the HVIC. This junction is then reverse-biased at all times, thus 
achieving the desired isolation. A 1000-volt junction isolation has been demonstrated. 
The principal disadvantage of this isolation method is the parasitic diode that comes with 
it. Potential problems with this diode include possible tum-on and temperature dependent 
leakage currents. 

If only MOSFET devices are used in the integrated circuit, then self-isolation can be 
used. In self-isolation, all the MOSFETs have the same doping type (n-type or p-type) for 
their body regions and the substrate also has this type of doping. This situation is illus­
trated in Fig. 26-13b. The drain and source dopings are contained in the body regions and 
the drain - body pn junction is reversed biased at all times, thus providing isolation 
between the drains of different MOSFETs. The sources of all the MOSFETs are con­
nected together if body - source shorts are used. 

A completely effective means of high-voltage interconnections on the chip or wafer 
has yet to be devised. The basic difficulty is that wherever an interconnect must pass over 
either an isolation region or some other heavily doped region that is at a significantly 
different potential than the interconnect, the equipotential lines between the low- and 
high-voltage regions have appreciable curvature. This results in a considerable amount of 
.. field crowding" as is illustrated in Fig. 26-15 for the case of an isolation region. This 
field crowding will lead to premature breakdown of the isolation region and thus shorting 
of the high voltage to ground. 

Two possible approaches to this problem include the use of thick insulators and the 
use of field shields. The use of thicker insulators will require further research and devel­
opment. Questions such as what is the most appropriate insulator and how to prevent the 
inevitable strain (which increases in the deposited material as it gets thicker) from delam­
inating the film from the substrate remain to be answered. In the second approach, the 
field in the insulator can be made more unifonn by the use of field shields, which are 
illustrated in Fig. 26-16. The rationale for the field shields is the same as for field plates, 

Electric field lines Met.,.t + V 

p - bi.sed.t - V 

Figure 26-15 Electric field crowding where high-voltage interconnects cross 
over an isolation diffusion. 
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Figure 26-16 Use of a field shield to minimize field crowding in the case of an 
interconnect over an isolation region. 

which were discussed in previous chapters. In addition the use of field shields would mean 
that the insulating film would not have to be as thick. 

The problem of how to connect the low-voltage control circuits to the high-voltage 
power devices without leaving the chip has yet to be completely answered. For discrete 
circuits, special methods including the use of transfonners or optocouplers are described 
in Chapter 28 for achieving this interconnection. The use of transfonners is precluded if 
the interconnection is to be made on the chip or wafer. At the present time, 
it is not feasible to fabricate optocoupler circuits on the silicon wafer where the power 
device and low-voltage control circuitry reside. The basic difficulty is that the light­
emitting portion of the optocoupler must be made from gallium arsenide, GaAs, and the 
integration of gallium arsenide devices on silicon is presently in an early research 
phase. 

The most feasible method of connecting low-voltage circuits to high-voltage devices 
is with the use of level-shifting circuitry. Such circuitry maintains a relatively fixed 
voltage drop between two nodes while permitting the flow of any desired current. A zener 
diode in breakdown is an example of a device that could be used for level shifting. Other 
circuits are known that could be used including so-called charge-pumps (alSo known as 
voltage multipliers). The problem of how to maintain the voltage difference without 
excessive power dissipation is the basic issue that will require further research before a 
commonly accepted method of electrical connection will be available. 

Several prototype fabrication processes have been recently demonstrated that in­
clude the full range of devices mentioned previously. But because of the problems men­
tioned in this section, none of these processes can yet be considered a "standard" 
process. The primary driving forces that will ultimately determine which, if any, process 
becomes "standard" are yield and cost. Based on what has already been demonstrated, 
it is clear that the high-voltage ICs have a promising future and will have wide applica­
tions. Some of the touted applications include automotive electronics, telecommunica­
tions, power supplies, office automation equipment, motor drives, and fluorescent light­
ing ballasts. Some have predicted that integrated power electronic devices and circuits 
could trigger a second electronic revolution that will surpass the present so-called IC­
based revolution. 
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26-7 NEW SEMICONDUCTOR MATERIALS FOR POWER 
DEVICES 

26-7-1 PROPERTIES OF CANDIDATE REPLACEMENT MATERIALS 
FOR SILICON 

Silicon is presently the only semiconductor material used in making commercially avail­
able power devices. This is due to the fact that silicon can be grown in single crystal form 
with larger diameters and the greatest purity of any available semiconductor. There are, 
however, other materials that have superior properties compared to silicon for power 
device applications. Unfortunately, they are not available in high enough purity or large 
enough sizes to be considered for device manufacturing. 

Gallium arsenide is a desirable material for device fabrication. It has a larger energy 
gap than silicon, which means that devices made in GaAs could be used to higher 
temperatures than silicon devices (larger energy gap translates into smaller intrinsic carrier 
densities in GaAs than in Si at the same temperature). The carrier mobilities in GaAs are 
larger than in silicon, which means that the on-state resistances, especially in majority 
carrier devices, would be smaller in gallium arsenide than in silicon. In addition it has a 
somewhat larger breakdown electric field strength. Table 26-1 contains a detailed listing 
of the important properties of GaAs. 

Silicon carbide is a material of intense current interest for the fabrication power 
devices. It has a significantly larger energy gap than silicon, thus rendering it useful at 
higher temperatures than silicon. In addition, the thermal conductivity of SiC is several 
times larger than that of silicon. The most significant advantage of SiC compared to either 
silicon or GaAs is the order of magnitude larger breakdown electric field strength of 
silicon carbide. A summary of the properties of SiC is given in Table 26-1. 

Diamond is the material with the greatest potential for power devices. It has the 
largest bandgap of any of the materials listed in Table 26-1. It also has the largest thermal 
conductivity and, most importantly, the largest breakdown electric field strength_ Its 
carrier mobilities are larger than those of silicon. 

Table 26- t Properties of Semiconductor ~aterials with Potential for Power Devices 

Property Si GaAs 3C-SiC 6H-SiC Diamond 

Bandgap at 300 K (eV) 1.12 1.43 2.2 2.9 5.5 

Relative dielectric constant 1l.8 12.8 9.7 10 5.5 
Saturated drift velocity (cmls) 1 x 107 2x 107 2.5 X 107 2.5 X 107 2.7 X 107 

Thennal conductivity 1.5 0.5 5.0 5.0 20 
(W/cm_°C) 

Maximum operating 300 460 873 1240 llOO 
temperature (K) 

Melting temperature (0C) 1415 1238 Sublime Sublime Phase 
>1800 >1800 change 

Electron mobility at 1400 8500 1000 600 2200 

300 K (cm2/V-s) 
Breakdown electric field 3 x lOs 4 x lOs 4 X 106 4 X 106 1 X 107 

(V/cm) 
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26-7-2 COMPARATIVE ESTIMATES OF POWER DEVICE 
PERFORMANCE USING OTHER MATERIALS 

A casual glance of the material properties listed in Table 26-1 gives a rather incomplete 
view of how much power device performance could potentially be improved by fabricat­
ing the devices in these other materials. Consider the drift region ohmic resistance of a 
power device. This resistance is the dominant contribution to the on-state resistance of 
high-voltage MOSFETs and Schottky diodes. It can be shown that the specific on-state 
resistance, Ron.sp , can be expressed as (see Prob. 26-7): 

4(BVSD)2 

Ron.sp = Ron A = (E)3 (26-1) 
EJL" BD 

where A is the cross-sectional area of the drift region. A convenient way to compare the 
potential benefits of using other materials is to use Eq. 26-1 to compute the specific drift 
region resistance of devices having identical breakdown voltage ratings but which are 
made with other materials. If all devices are compared against silicon, a normalized 
specific resistance ratio would be 

Ron(x) . . ESi!-LSi [EBD.Si]3 
R (S

') = resistance ratio = -- -E 
00 I ~~ oo~ 

(26-2) 

where x is the material being compared against silicon. In Table 26-2 is shown a com­
parison of this resistance ratio for all of the materials listed in Table 26-1. The values for 
the parameters in Eq. 26-2 were taken from Table 26-1. 

Another revealing way to compare the benefits of these other materials is .to compute 
the drift region doping level and length required to support a specified value of breakdown 
voltage in a pn junction diode. Such a numerical comparison is made in Table 26-3 for a 
simple step junction having a breakdown voltage of 1000 V. Eq. 20-1 is used to estimate 
the doping level and Eq. 20-3 is used to estimate the drift region length. Numerical values 
for the equation parameters are taken from Table 26-1. The larger doping densities and 
shorter drift region lengths that are required as we go from silicon toward diamond clearly 
indicate the superior properties of the other materials compared to silicon. 

A final telling comparison is to estimate the carrier lifetime required in a pn junction 
diode fabricated in each of the different materials. Such a comparison is shown in Table 
26-4, which was compiled using Eq. 20-28 for the lifetime and expressing the drift region 
length Wd in Eq. 20-28 in terms of Eq. 20-3. The reader will recall that Eq. 20-28 is 
derived on the basis that the carrier diffusion length be approximately equal to the drift 
region length. A breakdown voltage of 1000 V was used for the comparison. The much 
shorter carrier lifetimes required in the other semiconductors compared to silicon mean 

Table 26-2 Comparison of 
Specific Drift Region Ohmic 
Resistance of Devices Fabricated 
in Several Semiconductor 
Materials 

Material 

Si 
GaAs 
SiC 
Diamond 

Resistance Ratio 

1 
6.4 X 10-2 

9.6 X 10-3 

3.7 x lO-s 
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Table 26-3 Comparison of Drift Region 
Doping Levels and Lengths Required for a 
1000 V Step Junction Fabricated in Different 
Semiconductor Materials 

Material Nd (cm- 3
) Wd (J.LIn) 

Si 1.3 x 1014 100 
GaAs 5.7 x 1014 50 
SiC 1.1 x 1016 10 
Diamond 1.5 x 1017 2 

Table 26-4 Carrier 
Lifetime Required in the 
Drift Region of a 1000 V 
Breakdown Voltage Rated 
pn Junction Diode 
Fabricated in Different 
Materials 

Material Lifetime 

Si 1.2 ILsec 
GaAs O.ll ILsec 
SiC 40 nsec 
Diamond 7 nsec 

that minority carrier devices fabricated in these materials will be significantly faster than 
the silicon counterpart. 

26-7-3 CHALLENGES IN USING NEW SEMICONDUCTOR MATERIALS 

Many problems remain to be resolved before these materials listed in Table 26-1 will be 
able to begin to replace silicon. Large amounts of time (upwards of 40 years) and funds 
(billions of dollars) have been expanded on research and development of silicon devices. 
The efforts expended in the other materials have been small by comparison. It is thus not 
surprising that silicon has such a dominant position in power device fabrication at present. 

There has been a significant amount of research done in GaAs during the past 15 - 20 
years, which has been motivated by its potential for high speed logic circuits and for 
microwave devices and its potential for light-emitting devices. However, this research has 
only indirectly benefited power devices. Single crystal wafers of GaAs are still too small 
(largest sizes available are three inches in diameter) for higher current devices. The 
control of unwanted impurities (which affect the breakdown voltage capabilities and 
carrier lifetimes) is rather poor. In addition, GaAs is handicapped by the lack of a native 
oxide that can be reliably used as an insulating layer or masking layer. Currently, achiev­
able carrier lifetimes are too small for high-voltage minority carrier devices. 

The state of silicon carbide technology is behind that of GaAs. The largest available 
wafers of silicon carbide are only one inch in diameter and the control of the impurities 
is behind that of GaAs. Significant improvements in ohmic contacts and the quality of the 
Si02-SiC interface are needed before reliable fabrication of power devices can be real­
ized. Considerable improvement in the selectivity of etching methods is also needed. 

The state of diamond device technology is primitive compared to that of other 
materials including SiC. There are no methods of fabricating single crystal wafers of 
diamond. The methods of producing thin films of diamond that have been developed 
within the past ten years produce polycrystalline films. Techniques for doing selective 
diffusion of impurities are poor and ohmic contacts to diamond require major research and 
development efforts. Selective etching methods for diamond are a major problem area. 

26-7 -4 FUTURE TRENDS 

Significant improvements can be expected in the future in both the basic materials and 
device fabrication technology of all three alternative materials to silicon. The large re­
search and development investment in GaAs over the past 20 years is already beginning 



664 CHAPTER 26 EMERGING DEVICES AND CIRCUITS 

to produce tangible results. During the first ha1f of 1994, a 600 V GaAs Schottky diode 
will become commercia1ly available from Motorola, Inc. However, only those GaAs 
devices which are aJready near commercia1 introduction are likely to find significant 
applications in power electronics. The comparisons given in Section 26-7-2 clearly indi­
cate that GaAs power devices offer only incrementaJ improvements over Si power devices 
compared to SiC and diamond power devices. 

The rapid advances in SiC technology and the significantly better potentia1 perfor­
mance of SiC devices compared with GaAs will restrict the development of new GaAs 
power devices. As a1ready indicated, single crystaJ wafers of SiC one inch in diameter are 
currently (early 1994) available and the expectation is that larger diameters will be 
available in the near future (1 to 3 years). An 1100 V (room temperature) SiC Schottky 
diode has been described in the literature, which operated at 400°C with a breakdown 
voltage of 460 V. This device had a specific on-state resistance an order of magnitude 
sma1ler than the theoretica1 va1ue of a comparable silicon-based Schottky diode. Addi­
tiona1ly, logic level MOSFETs and BJTs have been experimentaJly demonstrated in SiC. 
It is likely that there will be SiC power devices commercia1ly available within 5 - 10 years. 

The prospect for diamond-based power devices is much more long-term. A signifi­
cant amount of basic research concentrating on improving the materia1s and fabrication 
technology will be needed. Methods of making reasonable-sized (1 to 3 inches in diam­
eter) single crystaJ wafers of diamond is the first important benchmark to reach. The 
ancillary issues of ohmic contacts, dopants, etching, and the like, a1so will require 
significant research efforts. It is unlikely that any diamond-based power devices will 
become available in the foreseeable future (next 10-20 years). 

SUMMARY 

This chapter has examined the structure and characteristics of severaJ devices and circuits 
that currently are in an early state of development (hence, our classification of emerging 
devices) but that appear to have potentia1ly useful properties for power electronic appli­
cations. Power junction field effect transistors are included in this classification even 
though such devices are commercia1ly available because they have not yet found wide­
spread usage. The major conclusions are listed as follows: 

1. Junction field effect transistors are a norma1ly-on majority-carrier device with a biode­
like i-v characteristic. They are similar to MOSFETs in their switching characteristics 
and have somewhat higher on-state losses. 

2. Field-controlled thyristors have a JFET structure with an injecting drain-channel pn 
junction that leads to heavy conductivity modulation of the drain-drift region and the 
channel region and, hence, lower on-state losses. 

3. The FCT has both gate-controlled turn-on and turn-off and so is a potentia1 supplement 
to the GTO. It appears to have faster switching speeds than the GTO. 

4. The norma1ly-on characteristics of the JFET and the FCT have limited their usage in 
power electronic applications. They can be made with norma1ly-off characteristic, but 
this presently leads to higher on-state losses. 

5. The MCT is essentia1ly a GTO with integrated MOS-driven gates controlling both 
turn-on and turn-off that potentia1ly will significantly simplify the design of circuits 
using GTO. 

6. High-voltage integrated circuits offer the promise of drive circuits and logic-level 
control circuits even perhaps sensing elements for overcurrent and thermal protection 
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fabricated on the same chip as the power device. This would significantly lower costs 
and increase the reliability of power devices and systems. 

7. Other semiconductor materials such as gallium arsenide have properties such as larger 
carrier mobilities than silicon that are highly desirable for the fabrication of power 
devices. However, the quality and availability of these other materials is currently 
inferior to silicon and, hence, cannot be used for commercial power device products. 

PROBLEMS 

26-1 Construct an equivalent circuit for the power JFET (nonnally-on SIT) similar to the equivalent 
circuit of the MOSFET that can be used for estimating switching times in circuit applications. 
Assume that the JFET is working in the triode mode. 

26-2 Design a simple drive circuit for the nonnally-on FCf. Consider an arrangement of a MOSFET in 
series with the cathode of the FCf. Qualitatively describe the operation of the circuit and comment 
on the required characteristics of the MOSFET. 

26-3 Consider a power diode such as is shown in Fig. 20-1. The diode is to be fabricated in gallium 
arsenide and silicon, and both diodes are to have the same on-state voltage drop and reverse­
blocking capability. Which material can have the shorter carrier lifetime and by how much? 

26-4 Approximately how thick does an insulating layer of silicon dioxide used in a high-voltage IC have 
to be in order to hold off 1000 V? 

26-5 An N-MCf has IO!! cells. The OFF-FET can conduct 15 rnA before the drain-source voltage equals 
0.7 V. What on-state current can be turned off in this MCf? 

26-6 Assume the MCf in Problem 26-5 is a P-MCf but is otherwise identical. What is the maximum 
controllable MCf current? 

26-7 Show that the specific on-state resistance of a Schottky diode is given by 

4(BVBD)2 

Ron,sp = RonA = (E)3 
EIJ.n BD 

Assume that the only significant resistance comes from the drift region of the diode. 

26-8 Use the results of Problem 26-7 to compare the specific on-state resistance of Schottky diodes 
fabricated from Si, GaAs, SiC, and diamond. Assume BVBD = 500 V in all cases. 

26-9 Which of the semiconductor materials listed in Table 26-1 is most suited for devices which must 
operate at elevated temperatures. Explain on the basis of fundamental physical properties and not 
on the basis of current fabrication technology. Be specific and quantitative where possible. 

26-10 Evaluate Eqs. 20-1 and 20-3 numerically for GaAs, SiC, and diamond. 

26-11 Diodes having breakdown voltages of 200 V are to be fabricated with GaAs, SiC, and diamond. 
List, in tabular fonn, the doping level and drift region of the diodes fabricated with each material. 

26-12 Diodes with identical cross-sectional areas are fabricated in Si, GaAs, SiC, and diamond. When 
used in the same circuit, each diode dissipates 200 watts. In the Si diode, the junction reaches 
150°C. What is the junction temperature in the SiC, GaAs, and diamond diodes? You may assume 
that all of the diodes are mounted the same way and that the case temperature for each diode is 50°C. 

26-13 Consider the JFET shown in Fig. 26-1. The dimensions shown in the figure have the values given 
below: 

W = 10 j.LI1l; Ie = 15 .... m; IBd = 35 .... m; IBS = lO .... m 

The doping levels are N- = 2 X 1014 cm- 3 and p+ = N+ = 1019 cm- 3
• Estimate the pinch-off 

voltage, Vp ' required to pinch off the channel. 

26-14 For the lFET described in Problem 26-13, assume that there are 28 p+ gate regions of depth W = 
700 .... m (dimension perpendicular to the plane of the drawing). Further assume that the p+ regions 
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are each 10 ILm wide (dimension parallel to the channel width W in Fig. 26-7a). Estimate the 
on-state resistance of the JFET (V os = 0 V). 

26-15 Approximately estimate the blocking voltage capability of the JFET described in Problem 26-13. 
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CHAPTER 27 

SNUBBER CIRCUITS 

If a power electronic converter stresses a power semiconductor device beyond its ratings, 
there are two basic ways of relieving the problem. Either the device can be replaced with 
one whose ratings exceed the stresses or snubber circuits can be added to the basic 
converter to reduce the stresses to safe levels. The final choice will be a trade-off between 
cost and availability of semiconductor devices with the required electrical ratings com­
pared with the cost and additional complexity of using snubber circuits. The power 
electronics circuit designer must be familiar with the design and operation of basic 
snubber circuits in order to make this comparison trade-off. In this chapter we discuss the 
fundamentals of snubber circuits commonly used in power electronics to reduce electrical 
stresses on power semiconductor devices. 

27 -1 FUNCTION AND TYPES OF SNUBBER CIRCUITS 

The function of a snubber circuit is to reduce the electrical stresses placed on a device 
during switching by a power electronics converter to levels that are within the electrical 
ratings of the device. More explicitly a snubber circuit reduces the switching stresses to 
safe levels by: 

1. Limiting voltages applied to devices during tum-off transients 

2. Limiting device currents during tum-on transients 

3. Limiting the rate of rise (dildt) of currents through devices at device tum-on 

4. Limiting the rate of rise (dvldt) of voltages across devices during device turn-off 
or during reapplied forward blocking voltages (e.g., SCRs during the forward­
blocking state) 

5. Shaping of the switching trajectory of the device as it turns on and off 

From the circuit topology perspective, there are three broad classes of snubber cir­
cuits. These classes include: 

1. Unpolarized series R-C snubbers used to protect diodes and thyristors by limiting 
the maximum voltage and dvldt at reverse recovery. 

2. Polarized R-C snubbers. These snubbers are used to shape the tum-off portion of 
the switching trajectory of controllable switches, to clamp voltages applied to the 
devices to safe levels, or to limit dvldt during device tum-off. 

3. Polarized L-R snubbers. These snubbers are used to shape the turn-on switching 
trajectory of controllable switches and/or to limit dildt during device tum-on. 
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Switching stresses are also controlled by utilizing a broad class of power electronic 
converter circuits tenned resonant or quasi-resonant converters. Some of these converters 
are described in Chapter 9 of this book. 

It must be emphasized that snubbers are not a fundamental part of a power electronic 
converter circuit. The snubber circuit is an addition to the basic converter, which is added 
to reduce the stresses on an electrical component, usually a power semiconductor device. 
Snubbers may be used singly or in combination depending on the requirements. As 
mentioned in the introduction to this chapter, the additional complexity and cost added to 
the converter circuit by the presence of the snubber must be balanced against the benefits 
of limiting the electrical stresses on critical circuit components. 

27 -2 DIODE SNUBBERS 

Snubbers are needed in diode circuits to minimize overvoltages. These overvoltages occur 
in circuits such as the step-down converter shown in Fig. 27-1a due to the stray or leakage 
inductance in series with the diode and the snap-off of the diode reverse recovery current 
at the tum-on of switch T. The analysis of the snubber circuit that will protect the diode 
will be based on this step-down converter circuit where La is the stray inductance. It is 

+ 

c. 

(a) 

ior---r-__ 

o---~---------~~---,--~--------------~ 

(b) 

Figure 27-1 (a) A step-down converter circuit with stray 
inductance and a snubber circuit for the free-wheeling diode. 
(b) The diode reverse-recovery current. 
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shown later that for the purposes of snubber analysis, this circuit is an equivalent circuit 
for almost any converter where diodes are used. An RrCs snubber is commonly used 
across the diode for overvoltage protection as is shown in Fig. 27-1a. To simplify the 
analysis, the diode reverse recovery current is assumed to snap off instantaneously as is 
shown in Fig. 27-1b. The load is inductive and it is assumed that the load current 10 is 
constant during the switching transient. 

27-2-1 CAPACITIVE SNUBBER 

Although the capacitive snubber (Rs = 0) is not used in practice (for reasons that will 
become apparent), it provides an easily analyzed starting point for the analysis that 
illustrates the basic concepts. In obtaining an equivalent circuit, the switch in Fig. 27-2a 
is assumed to be ideal, which results in a worst-case analysis of this circuit. Treating the 
instant of diode snap-off at the peak reverse recovery current Irr as t = 0, the initial 
inductor current in the equivalent circuit of Fig. 27-2 is Irr and the initial snubber 
capacitor voltage is zero. To establish a baseline circuit, the snubber resistance Rs is 
assumed to be zero as is shown in Fig. 27-2b. The capacitor voltage (which is the negative 
of the diode voltage in this baseline circuit) can be obtained from the results of Chapter 
9 as 

/4,. 
Ves = Vd - VdCOS(ooot) + Irr'J~ sm(ooot) (27-1) 

where 

+ 1,.----1 .......... 

Diode 
snap-off 

00 

fa} 

Cathode 
R. 

I
Anode + 

C' T "~. 

I 
000 = --;:== 

VLaCs 
(27-2) 

o--~~-+-~----~------~~. 

fc} 

Figure 27-2 (a) Equivalent circuit of the step-down converter at the instant of diode 
reverse-recovery current snap-off and (b) the simplification that results when the 
snubber resistance is zero. (c) The voltage and current wavefonns for R. = 0 and 
C. = Cbase. 
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Introducing a baseline capacitance Cbase given by 

[
lrr]2 

Cbase = La Vd (27-3) 

it is possible to express Eq. 27-1 as 

VCs = Vd[ 1 - COS(WoI) + VC~~ Sin(WoI)] (27-4) 

Either by a time derivative or a phasor approach, the maximum value of vCs in Eq. 27-4 
can be estimated as 

VCs.max = Vd[ 1 + ~l + C~~] (27-5) 

The waveforms for vCs and inductor current iLu are shown in Fig. 27-2c for Cs = Cbase' 

In this case the maximum reverse-diode voltage is the same as VCs,max calculated from Eq. 
27-5. For small values of Cs' the maximum diode voltage becomes excessive. 

27-2-2 EFFECT OF ADDING A SNUBBER RESISTANCE 

When the diode snubber resistance Rs is included, the equivalent circuit for the snubber 
becomes as shown in Fig. 27-2a. In analyzing this modified circuit the instant of diode 
snap-off is treated as I = 0, and the initial inductor current is lrr and the initial capacitor 
voltage is zero. The differential equation governing the behavior of the diode voltage is 

d2VDj dVDj 
LaCs dl2 + RsCs ---;Jt + VDj = -Vd (27-6) 

The boundary conditions are vDfO+) = -lrrRs and 

dVDfO+) lrr RsVd lrrR; ---""'-:'-- = -- - -- ---
dl Cs La La 

The solution to Eq. 27-6 is given by 

where 

[i: lrr 
VDfl) = -Vd - '/C:cos (<I>{-alCOS(Wal - <I> --y) (27-7) 

R 2 

1 -­
w2 

o 
_1(Vd - lrrRJ2) -I (Wa) <I> = tan and -y = tan -

waLa1rr a 
(27-8) 

The time I = 1m at which the voltage given by Eq. 27-7 is a maximum can be found by 
setting the derivative dvD/dl equal to zero and solving for time. Doing this yields 

<I> + -y - -rr/2 
1m = ~ 0 (27-9) 

Wa 

Substituting I = 1m into Eq. 27-7 yields the maximum reverse voltage across the 
diode as 

Vmax { -= 1+ 
Vd 

Cbase Rs ( Rs )2} 1 + -- + -- - 0.75 -- exp (-aIm) 
C s Rbase Rbase 

(27-10) 
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Figure 27-3 The current and voltage wavefonns after the 
diode snaps off at t = O. 

In Eq. 27-10 the baseline capacitance Cbase is given by Eq. 27-3 and the resistance Rbase 
is given by 

(27-11) 

Typical circuit waveforms for t > 0 are shown in Fig. 27-3 for Cs = Cbase' In these 
waveforms, the oscillations are damped out by Rs ' and the maximum diode voltage 
depends on the values of Rs and Cs used. For a selected value of Cs' the maximum diode 
voltage varies with Rs. As an example, for Cs = Cbase' the normalized maximum diode 
voltage is plotted in Fig. 27-4 as a function of RslRbase' It can be seen that for this value 
of Cs' there is an optimum value of Rs = Rop1 = 1.3Rbase that minimizes V max' A snubber 

3 

,.,.,." 

C. = Cbase 

,."""",."".". 
,." 

,." R 
O~----------~------------~--------.~ 

2 Rbase 

Figure 27-4 Maximum overvoltage across the diode as 
a function of snubber resistance for a fixed value of 
snubber capacitance. 
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design nomogram is shown in Fig. 27-5 where the optimum snubber resistance and 
corresponding V max are plotted as a function of Cs• In this nomogram all quantities are 
normal ized. 

The energy loss in the resistor Rs is given by [I] 

(27-12) 

W R, normalized with respect to (~La/;r)' the peak energy stored in the leakage inductance 
as the diode snaps off, is also plotted in Fig. 27-5. At the end of the current oscillations, 
the energy stored in C s is equal to 

We, = ~CsV~ (27-13) 

which is dissipated in the diode at the next tum-on of the diode. Assuming an instanta­
neous tum-on of the diode, the total energy dissipation in the diode and its snubber 
resistance is given by 

W - W - I 2 C 2 _ I 2 ( Cs ) 
tot - WR + e, - zLa/rr + sV d - "2La/rr 1 + 2 C-

base 
(27-14) 

and the normalized Wtot is also plotted in Fig. 27-5 as a function of the normalized Cs• It 
can be seen from Fig. 27-5 that the maximum voltage decreases only slightly by increas­
ing Cs beyond Cbase • However, the total energy dissipation increases linearly with Cs• 

Therefore, a snubber capacitor with Cs in a range close to Cbase wouldbe used. 
Once Cs has been selected, Rs = Ropt can be obtained directly from Fig. 27-5. 

In this analysis, it is assumed that the reverse-recovery current of the diode snaps off 
instantaneously. In practice, the diode reverse-recovery current can be assumed to decay 

1.0 jL-------t------+------I 

1.0 
C, 

Cbooe 

2.0 3.0 

Figure 27-5 Snubber energy loss and the maximum 
diode voltage for the optimum value of snubber resis­
tance R. as a function of the snubber capacitance C,. 
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exponentially. This can be accommodated in the equivalent circuit of Fig. 27-2 by adding 
a time-varying current source. The analysis can be carried out by computer simulation, 
and the results show that the snubber design remains essentially the same as before. 

27-2-3 IMPLEMENTATION 

The circuit of Fig. 27-2a has been used for the detailed analysis of the diode snubber. In 
the following paragraphs we consider how to derive similar equivalent circuits for diode 
snubber analysis in some commonly used converters. In the flyback converter of Fig. 
27-6a operating in an incomplete demagnetization mode, when the switch is off, the diode 
is conducting. When the switch is turned on, the secondary side of the circuit can be 
represented by the circuit of Fig. 27-6b where the current in the leakage inductance and 
the diode decreases. Considering the instant at which the diode current Irr snaps back as 
the time origin, the equivalent circuit of Fig. 27-6c is obtained that is identical to Fig. 
27-2a, which was obtained for the step-down converter circuit of Fig. 27-1a. 

Another example is that of a center-tapped secondary in a push-pull, half-bridge, or 
a full-bridge dc-dc converter circuit shown in Fig. 27-7a. Assuming that the converter is 
operating in a continuous-current mode, when all primary switches are off, one-half ofthe 
output current flows through each diode. At turn-on, if a positive voltage is applied across 
the primary, the secondary side of the circuit can be represented by Fig. 27-7 b where the 
current through D) will increase and through D2 will decrease. Considering the instant at 
which the peak reverse-recovery current Irr snaps off in D2 as the initial instant, the 
equivalent circuit of Fig. 27-7c, which is similar to that of Fig. 27-6c, results. There 
should be a snubber across each diode in this circuit. 

Figure 27-6 (a) Flyback converter circuit operating in an incomplete demagnetization mode. 
(b) Equivalent circuit on the secondary side and (c) the simplified equivalent circuit after the 
snap-off of the diode current. La is the transfonner leakage inductance. 
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(a) 
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Figure 27-7 (a) Full-wave rectifier using a transfonner with a center­
tapped secondary. (b) Equivalent circuit on the secondary side and (c) 
the equivalent circuit at the instant of the snap-off of diode D2 • 

In the preceding examples, converters consisted of an isolation transformer that 
introduced a substantial leakage inductance. Therefore diode snubbers were needed. 
However, the step-down converter circuit of Fig. 27-la, which was used only to present 
the useful equivalent circuit for analyzing diode snubbers, in fact, may not require a diode 
snubber when BITs and MOSFETs are used as the controlled switch and La is mini­
mized by proper circuit layout. The same comments also apply to half- and full-bridge 
switch-mode converters using BITs and MOSFETs. 

In single-phase line-frequency diode converters discussed in Chapter 5, if the diode 
bridge rectifier feeds a dc capacitor and operates in a discontinuous mode, then if filter 
inductors are used, they should be placed on the ac side, as shown in Fig. 27-8a. Such a 
configuration will provide overvoltage protection of the diodes against incoming line­
voltage transients and against voltages induced by the dildt at reverse recovery. There is 
no need for diode snubbers since, for example, if the reverse-recovery current of diode D I 
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Figure 27-8 (0) Single-phase line-frequency diode rectifier. (b) Single-phase diode 
converter with an RC snubber to protect against overvoltages due to unknown 
inductive reactances on the ac side of the rectifier. An MOV is also shown for further 
overvoltage protection. 

677 

snaps off, then D4 provides a path for the inductive current, and the reverse-voltage across 
DI is clamped to the dc capacitor voltage Vdc ' 

In the case of continuous conduction in a single-phase full-bridge rectifier, the filter 
inductor should be placed on the dc side as is shown in Fig. 27-8b. In practice, there is 
a finite inductance on the ac side, which is nonnally not known. For a worst-case analysis, 
the ac-side reactance Xs(=wLs) can be assumed to be 5%, which implies that 

Vs 
Xs = wLs = 0.05 l­

sI 
(27-15) 

where Vs is the nns line voltage and lsI is the nns value of the fundamental frequency 
component of the current at full load. In the circuit of Fig. 27-8b, one RC snubber may 
be used to protect all the diodes. In Fig. 27-8b, the wavefonns due to the diode reverse­
recovery snap-off are much faster than the variations in the 6O-Hz line voltage input vs. 
Therefore the value of vs at the instant of diode snap-off can be treated as a constant dc, 
thus again allowing the use of the equivalent circuit of Fig. 27-2a. The detailed analysis 
of snubbers for such a circuit is given below for a thyristor rectifier where the diode bridge 
can be treated as a special case. The analysis for single-phase rectifiers also applies to 
three-phase diode bridge rectifiers. 

It should be noted that in the converters connected to the line, the diode snubbers 
should also provide overvoltage protection against incoming line voltage transients. In 
fact this consideration may supersede the snubber design based on the reverse-recovery 
snap-off. Often metal-oxide varistors (MaYs) are used in addition for this transient 
overvoltage protection. 
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27 -3 SNUBBER CIRCUITS FOR THYRISTORS 

The reverse-recovery currents generated in thyristors when they are reverse biased may 
result in unacceptably large overvoltages because of series inductance if snubbers are not 
used. In the previous section, it was shown that an equivalent circuit for a step-down 
dc-dc converter could be used to analyze the diode overvoltage snubber in any converter. 
That equivalent circuit is used here for a three-phase line-frequency thyristor converter of 
the type discussed in Chapter 6. The ac-side inductances shown in Fig. 27-9a are due to 
line reactances plus any transformer leakage inductance. The dc side is represented by a 
current source where id is assumed to flow continuously. 
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Figure 27-9 Turn-off snubbers for thyristors in a three-phase line­
frequency converter circuit: (a) three-phase line-frequency converter; (b) 
trigger times; (c) equivalent circuit. 
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It is assumed that thyristors T) and T2 have been conducting and that thyristor T3 is 
gated on at a delay angle n, as is shown in Fig. 27-9b. The current id will commutate from 
thyristor T) (connected to phase a) to thyristor T3 (connected to phase b). The voltage Vba 
is responsible for the commutation of the current. The subcircuit consisting of T) and T3 
is shown in Fig. 27-9c with T3 on and T) off and at its reverse recovery at wtJo with 
ia == Irr . The voltage source in the circuit of Fig. 27-9c can be assumed to be a constant 
de voltage with a value of vba at wt) because of the slow variation of 6O-Hz voltages 
compared to the fast voltage and current transients in this circuit. The snubber voltage and 
current waveforms will be identical to those described in Fig. 27-3. 

To discuss the design of the snubber, a worst-case line impedance of 5% is used as 
explained in the previous section, and Eq. 27-15 becomes 

0.05VLL 
x == wL == ~;;; 

c c V 3/d 
(27-16) 

where VLL is the rms line-to-line voltage and Id is the load current. For a worst-case 
design, the voltage source in Fig. 27-9c will have its maximum value of v2VLL which 
corresponds to n == 90°. Here the reverse-recovery time is assumed to be 10 /.I.s. Thus, 
during the current commutation, assuming that the commutation voltage has a constant 
value of V2VLL , the di/dt through thyristor T) is 

di v2VLL 
- == ---,,--
dt 2Lc 

(27-17) 

and therefore, 

(27-18) 

where trr == 10 /.I.s. 
As was discussed in the previous section, Cs == Cbase is close to an optimum value. 

Relating Fig. 27-9c to Fig. 27-2a and Eq. 27-3 gives 

(
Irr)2 

Cbase == Lc V
LL 

(27-19) 

Substituting Lc from Eq. 27-16 at w == 377 and Irr from Eq. 27-18 into Eq. 27-19 yields 

0.61d 
Cs == Cbase(,...F) == -V (27-20) 

LL 

Rs == Ropt can be obtained from Fig. 27-5. Here, assuming the normalized Rs == Ropt == 
1.3Rbase , and using the value Rbase == v2VLdlrn we obtain, using Eq. 27-18, 

~ ;;; VLL VLL 
Rs == Ropt == 1.3v2 -1- == 20 -1-

rr d 
(27-21) 

In order to estimate the loss in each snubber, the voltage waveform across a thyristor 
having a worst-case trigger angle of n == 90° is shown in Fig. 27-10. It can be shown that 
the total energy loss in each snubber equals 

(27-22) 

or using Eq. 27 -20 

(27-23) 
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Figure 27-tO Voltage wavefonn across a thyristor 
triggered at a trigger angle of 90°. 

If the three-phase converter kVA is S, then at 60 Hz, each snubber has a power loss 
equaling 

Psnubber(in watts) = IO-4S (27-24) 

A similar procedure can be followed for any values of Irr and the ac-line inductance. 
A conservative design may require C. to be larger than Cbase' and therefore R. would be 
smaller than the value found above. In that case, the snubber losses would be higher since 
they are proportional to C •. 

27 -4 NEED FOR SNUBBERS WITH TRANSISTORS 

Snubber circuits are used to protect the transistors by improving their switching trajectory. 
There are three basic types of snubbers: 

I. Turn-off snubbers 

2. Turn-on snubbers 

3. Overvoltage snubbers 

To explain the need for these snubbers, a step-down converter without any snubbers 
is shown in Fig. 27-lla where the stray inductances in the various parts of the circuit are 
shown explicitly. For purposes of illustration, a bipolar junction power transistor is used 
for the controlled switch. However, the discussion that follows applies to all controlled 
switches including MOSFETS, IGBTs, GTOs, and newer devices such as MCfs. Ini­
tially, the transistor is conducting and ic = 10• During the turn-off switching, at I = 10 • 

the transistor voltage begins to rise, but the currents in the various parts of the circuit 
remain the same until II' when the freewheeling diode begins to conduct. Then the 
transistor current begins to decrease, and the rate at which it decreases is dictated by the 
transistor properties and its base drive. The transistor voltage can be expressed as 

(27-25) 

where La = LI + L2 + ... The presence of stray inductances results in an overvoltage 
since dicldl is negative. At 13, at the end of the current fall time, the voltage comes down 
to Vd and stays at that value. 

During the turn-on transition, the transistor current begins to rise at 14 at a rate 
dictated by the transistor properties and the base drive circuit. Eq. 27-25 is still valid, but 
due to a positive dVdl the transistor voltage VCE is slightly less than Yd. Due to the 
reverse-recovery current of the freewheeling diode, ic exceeds 10 • The freewheeling diode 
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Figure 27-11 (a) Step-down converter circuit with stray inductance shown explicitly with 
(b) associated switching trajectory and (c) the current and voltage waveforms during tum­
on and tum-off. 

recovers at I~ and the voltage across the BIT decreases to zero at 16 at a rate dictated by 
the device properties. 

These switching waveforms can be represented by switching loci as shown in Fig. 
27-llb. The dotted lines represent idealized switching loci both for tum-on and tum-off, 
assuming zero stray inductances and no reverse-recovery current through the diode. They 
show that the transistor experiences high stresses at tum-on and tum-off when both its 
voltage and current are high simultaneously, thus causing a high instantaneous power 
dissipation. Moreover, the stray inductances result in overvoltage beyond Vd , and the 
diode reverse-recovery current causes overcurrent beyond 10 • If necessary, snubber cir­
cuits are used to reduce these stresses. 

An important assumption that simplifies the snubber analysis is that the transistor 
current changes linearly in time with a constant dildl, which is only dictated by the 
transistor and its base drive circuit. Therefore dildl, which may be different at tum-on and 
tum-off, is assumed not to be affected by the addition of the snubber circuit. This 
assumption provides the basis for a simple design procedure for a laboratory prototype. 
The final design may be somewhat different depending on what is revealed by laboratory 
measurements on the prototype circuit. 



682 CI-lAP'fER 27 SNUBBER CIRCUITS 

27 -5 TURN-OFF SNUBBER 

To avoid the problems at tum-off, the goal of a tum-off snubber is to provide a zero 
voltage across the transistor while the current turns off. This can be approached by 
connecting a ReD network across the BIT as shown in Fig. 27-12a, where the stray 
inductances are ignored initially for ease of explanation. Prior to tum-off, the transistor 
current is 10 and the transistor voltage is essentially zero. At tum-off in the presence of this 
snubber, the transistor current ic decreases with a constant dildt and (10 - id Rows into 

iDf t Df 

+ + 
D, 

v .. 

R, 

C, lie, ie 

fa) fb} 

ie ie ie 

iDf_-+-_'" 

v .. -_ 

C, smell C, large 

fe} 

Figure 27-12 (a) Turn-off snubber circuit, (b) its equivalent circuit during the transient, 
and (c) current and voltage wavefonns during the tum-off transient. The shaded areas 
represent the charge put on the snubber capacitance during tum-off that will be dissipated 
in the BIT at the next turn-off. 
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the capacitor through the snubber diode Ds. Therefore, for a current fall time of If;, the 
capacitor current can be written as 

0< I < If; (27-26) 

where ics is zero prior to tum-off at I = O. The capacitor voltage, which is the same as 
the voltage across the transistor when Ds is conducting, can be written as 

(27-27) 

which is valid during the current fall time so long as the capacitor voltage is less than or 
equal to Vd • The equivalent circuit that represents this condition is shown in Fig. 27-12b. 

The voltage and current waveforms are shown in Fig. 27-12c for three values of the 
snubber capacitance Cs • For a small value of capacitance, the capacitor voltage reaches Vd 
before the current fall time is over. At that time, the freewheeling diode Df turns on and 
clamps the capacitor and the transistor to Vd , and ics drops to zero due to dvcs/dl being 
equal to zero. 

The next set of waveforms in Fig. 27-12c are drawn for a value of Cs = Cst, which 
causes the capacitor voltage to reach Vd exactly at the current fall time 'l;; Cst can be 
calculated by substituting I = 'l; and vCs = Vd in Eq. 27-27 and is given as 

(27-28) 

For a large snubber capacitance with Cs > Cst, the waveforms in Fig. 27-12c show 
that the transistor voltage rises slowly and takes longer than If; to reach Vd . Beyond If;, the 
capacitor current equals 10 and the capacitor and the transistor voltages rise linearly to Vd • 

The tum-off switching loci with the three values of Cs used in Fig. 27-12 are shown in 
Fig. 27-13. 

iC 
RBSOA _________ L ______ , 

C. = 0 

Figure 27-13 Switching trajectory during turn-off with 
various values of snubber capacitance C •. 
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To optimize the snubber design it is necessary to consider the transistor turn-on in the 
presence of the tum-off snubber. To understand the transistor behavior at tum-on, initially 
it is assumed that the resistor is essentially zero, that is, a pure capacitor without Rs and 
Ds is used as the tum-off snubber, as is shown in Fig. 27-14a. The presence of Cs causes 
the tum-on current to increase beyond 10 and the freewheeling diode reverse-recovery 
current. We still assume a constant dicldt during turn-on. The shaded area in Fig. 27-14a 
represents the charge on the capacitor that is discharged into the transistor. This charge is 
equal to the area of one of the shaded areas in Fig. 27-12c depending on the value of Cs 

used. In the absence of the snubber capacitor C s' the transistor voltage would have fallen 
almost instantaneously (since the voltage fall time is usually quite small) as shown by the 
dashed line in Fig. 27-14a, and hence the energy dissipated in the transistor during the 
voltage turn-on would have been small. The presence of C s lengthens the voltage fall time 

+ 

(0) 

VCE 

f 
+ 0 D, 

Vd iD{ 

C. 

0 
ic 

l ~c.(t=O) = Xa. 
R. R. 

~~-
(b) 

Figure 27-14 Effect of the turn-off snubber capacitance C, on the (a) turn-off 
transient without a snubber resistance R, and (b) with the resistance. 
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so that additional energy is dissipated in the transistor. The additional energy dissipated 
in the transistor during the capacitor discharge time can be expressed as 

~WQ = F2 icvc#t = F2 iCsvc#t + F2 10vCE dt (27-29) 
'ri+trr 'n+trr 'ri+trr 

The first tenn in the right-hand side equals the energy stored in the capacitor, which is 
dissipated in the transistor at tum-on. However, there is additional energy dissipation in 
the transistor, as expressed by the second tenn in Eq. 27-29, which nonnally will be larger 
than the first tenn. This energy dissipation is due to the lengthening of the voltage fall time 
brought about by the presence of Cs• 

The transistor tum-on wavefonns in the presence of the snubber resistance Rs is 
shown in Fig. 27-14b. Here, unlike the pure capacitively snubbed transistor, the voltage 
can be assumed to fall almost instantaneously, and therefore no additional energy dissi­
pation due to the snubber occurs in the transistor at tum-on. The capacitor energy, which 
is dissipated in the snubber resistor, is given by 

CsV~ 
WR = -2- (27-30) 

In Fig. 27-14b, the snubber resistance should be chosen so that the peak current 
through it is less than the reverse-recovery current lrr of the freewheeling diode, that is, 

Vd 
Ii" < lrr 

s 
(27-31) 

The circuit designer usually attempts to Iimitlrr to 0.210 or less so that Eq. 27-31 becomes 
approximatel y 

(27-32) 

Based on the above assumptions, the comparisons of Fig. 27-14a and 27-14b indicate 
that including the resistance Rs has the following beneficial effects during the transistor 
tum-on: 

1. All the capacitor energy is dissipated in the resistor, which is easier to cool than 
the transistor. 

2. No additional energy dissipation occurs in the transistor due to the tum-off snub­
ber. 

3. The peak current the transistor must conduct is not increased due to the tum-off 
snubber. 

As an aid in choosing the appropriate value of Cs' the energy dissipated in the 
transistor during tum-off and the energy dissipated in the snubber resistance Rs during 
tum-on are plotted as functions of Cs in Fig. 27-15. Based on the previous assumptions, 
these plots are independent of Rs' and there is no additional energy dissipation in the 
transistor during tum-on due to the presence of the tum-off snubber. Cs should be chosen 
based on (1) keeping the tum-off switching locus within the reverse-bias safe operating 
area, (2) reducing the transistor losses based on its cooling considerations, and (3) keeping 
the sum (shown as the dashed line in Fig. 27-15) of transistor tum-off energy dissipation 
and snubber resistance energy dissipation low. 

Having made initial selections of Rs based on Eq. 27-32 and Cs based on the design 
trade-offs just discussed, the designer must ensure that the capacitor has sufficient time to 
discharge down to a low voltage, say O.IVd , during the minimum on-state time of the 



686 CHAPTER 27 SNUBBER CIRCUITS 
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Figure 27-15 Turn-off energy dissipation in the BIT and the 
snubber resistance as a function of the snubber capacitance C,. 

transistor in order that the tum-off snubber be effective at the next tum-off interval. 
During the on state of the transistor, the capacitor discharges with a time constant 'Tc = 
RsCs and 

(27-33) 

and therefore, discharging vCs down to 0.1 Vd requires a time interval of 2.3'Tc' and thus 

(27-34) 

As an example, if Cs = Cs1 (given in Eq. 27-28) and Rs is chosen using Eq. 27-32, then 
the minimum on-state time of the transistor must be six times the transistor current fall 
time triO 

27-6 OVERVOLTAGE SNUBBER 

In describing the tum-off snubber, the stray inductances were neglected, and hence there 
was no overvoltage. The overvoltages at tum-off due to stray inductances, such as shown 
in Fig. 27-lla. can be minimized by means of the overvoltage snubber circuit shown in 
Fig. 27-16, assuming it is possible to lump all the stray inductances together as indicated 
in Eq. 27-25. The operation of the overvoltage snubber can be described as follows. 

Initially the transistor is conducting and the voltage vC.ov across the overvoltage 
snubber capacitor equals Yd' At tum-off assuming the BIT current fall time to be small, 
the current through La is essentially 10 when the transistor current decreases to zero, and 
the output current then freewheels through the free-wheeling diode Df' At this stage the 
equivalent circuit is as shown in Fig. 27-16b where the Df,/o combination appears as a 
short circuit, and the transistor is an open circuit. Now the energy stored in the stray 
inductances gets transferred to the overvoltage capacitor through the diode Dav and the 
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Figure 27-16 (a) Overvoltage snubber and (b, c) its equivalent circuit during 
transistor turn-off. (d) The collector-emitter voltage with and without the snubber. 

overvoltage aV CE across the transistor (noting that in this state, the capacitor Cov and the 
transistor have the same voltage) can be obtained by replacing the precharged capacitor 
with its equivalent circuit as shown in Fig. 27-14c. Using energy considerations and 
noting that avc,ov = aVCE' we obtain 

COvaV~E,max 
=--

2 2 
(27-35) 

This equation shows that a large value of Cov will minimize the overvoltage a v CE,max. 

Once the current through La has decreased to zero, it can reverse its direction due to the 
diode Dov, and the overvoltage on the capacitor decreases to V d through the resistor Rov. 
The capacitor discharge time constant RovCov should be small enough so that the ca­
pacitor voltage has decayed approximately to V d prior to the next turn-off of the transistor. 

To aid in the estimation of the proper value of Cov , the circuit waveforms with and 
without the overvoltage snubber are shown in Fig. 27-16d. The observed overvoltage of 
kV d without the overvoltage snubber is used to estimate La as 

La10 
kVd =-

It; 
(27-36) 
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If an overvoltage, for example .1V CE,max = 0.1 Vd , is acceptable, then using this in Eq. 
27-35 and substituting for La from Eq. 27-36 yields 

I OOk1o lji 
COY = Vd 

In terms Cs1 given by Eq. 27-37, Cov from Eq. 27-37 can be rewritten as 

Cov = 200kCs1 

(27-37) 

(27-38) 

which shows that substantially larger capacitance is needed for overvoltage protection 
compared to the values used in the tum-off snubber, which are on the order of C sl' It can 
be shown that even with a large value of Cov , the energy dissipated in Rov is of the same 
order as the energy dissipated in the resistor of the tum-off snubber. 

Both the tum-off and the overvoltage protection snubbers should be used simulta­
neously. 

27 -7 TURN-ON SNUBBER 

Because of the large FBSOA of most controlled switches including BITs, MOSFETS, 
GTOs, and IGBTs, tum-on snubbers are only used to reduce tum-on switching losses at 
high switching frequencies and for limiting the maximum diode reverse recovery current. 
Tum-on snubbers work by reducing the voltage across the switch (transistor) as the 
current builds up. A tum-on snubber can be in series with the transistor as in Fig. 27-17a 
or in series with the freewheeling diode as in Fig. 27-17b. In both circuits the tum-on and 
tum-off switching waveforms across the transistor and freewheeling diode are identical. 
The reduction in the voltage across the transistor during tum-on is due to the voltage drop 
across Ls. This reduction is given by 

(27-39) 

where tri is the current rise time as shown in Fig. 27-17c for small values of Ls. For such 
small values, dildt is dictated onJy by the transistor and its base drive circuit and is 
assumed to be the same as without the tum-on snubber. Therefore, the diode peak 
reverse-recovery current is also the same as without the tum-on snubber. 

If it is important to reduce the diode peak reverse-recovery current, it can be achieved 
with a large value of Ls as is shown by the waveforms in Fig. 27-17d. Here the current 
rate of rise is dildt = ViLs and the voltage across the transistor is almost zero during the 
current rise time. Substituting this value of dildt into Eq. 20-27 for Irr yields 

_ .J2TIFVd 
Irr - L 

s 
(27-40) 

During the on-state of the transistor, Ls conducts 10 , When the transistor turns off, the 
energy stored in the snubber inductor, Lsl~/2, will be dissipated in the snubber resistor 
RLs ' The snubber time constant is TL = LsIRLs' In selecting RLs the following two facton 
must be considered. First, during transistor tum-off, this tum-on snubber will generate 1m 

overvoJtage across the transistor given by 

(27-41) 
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I<'igure 27-17 Tum-on snubber circuit (a) in series with the BIT or (b) in series 
with the free-wheeling diode. (c) The transistor voltage and current wavefonns for 
small values of La and (d) for large values of La. 

Second, during the off-state the inductor current must decay to a low value, for example, 
0.110 , so that the snubber can be effective during the next tum-on. Therefore the minimum 
interval for the off state of the BIT should be 

Ls 
10ff state> 2.3 R 

Ls 
(27-42) 

Thus a large inductance will result in lower tum-on voltages and lower turn-on losses. But 
it will cause overvoltages during turn-off, lengthen the minimum required off-state in­
terval, and result in higher losses in the snubber. Therefore Ls and Rs must be selected 
based on the above design trade-offs following a procedure similar to that described for 
the turn-off snubber. Since the turn-on snubber inductance must carry the load current, 
which makes this snubber expensive, it is seldom used alone. However, as will be shown 
in the next section, if tum-off snubbbers are to be used in transistor bridge configurations, 
then turn-on snubbers must be used. 

It is possible to use all three snubbers simultaneously or in any other combination. A 
circuit configuration that includes all three snubbers but having a reduced component 
count (the Undeland snubber) is shown in Fig. 27-18. 
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Figure 27-18 A modified circuit 
with an overvoltage snubber, a 
tum-on snubber, and a tum-off 
snubber; the Undeland snubber for 
step-down converters. 
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Figure 27-19 (a) Improper tum-off snubber circuit for 
BITs used in bridge of half-bridge circuits. (b) The turn­
off snubber circuit is satisfactory if the goal is to reduce 
dvldt at tum-off to minimize EMI problems. 
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n -8 SNUBBERS FOR BRIDGE CIRCUIT CONFIGURATIONS 

As discussed in Chapter 8, in pulse-width-modulated switch-mode converters with half­
or full-bridge configurations, such as in motor drives and uninterruptible power supplies, 
the load current can be treated as a constantIo over the switching cycle. In Fig. 27-19,10 
is shown to be going into the converter leg, although it could be in the opposite direction 
as well. The tum-off snubber shown in Fig. 27-19a, which was shown to be effective in 
the step-down converter circuit, should not be used without including a tum-on snubber. 
With the direction of 10 as indicated, the diode DF+ is conducting during the off-state of 
T _ and the voltage across Cs+ is zero. When T _ is turned on, there will be a capacitive 
discharge current through T _ at the recovery of D F+ as is shown by the current loop in 
Fig. 27-19a. This will result in additional tum-on losses in T _ as was ex.plained in the 
discussion of the step-down converter circuit of Fig. 27-14a with a tum-off snubber 
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I<'igure 27-20 (a) Bridge circuit with both turn-on and turn-off 
snubbers. (b) A modified arrangement; the Undeland snubber for 
bridge configurations. 
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consisting of only Cs • T + will experience an identical problem at turn-on. Furthermore 
C s+ will not contribute to the reduction of the turn-off switching stresses of T _. 

An RC snubber of the type shown in Fig. 27-19b will also suffer from the same 
drawbacks as the snubber of Fig. 27-19a, if the same degree of improvement in the 
turn-off performance is required. However, the RC snubber of the type in Fig. 27-19b 
with small capacitance values is currently used in bridge configurations if the primary goal 
is to reduce dvldt in order to reduce EMI problems. 

The turn-on snubber of the type discussed earlier that will protect both the transistor 
and the freewheeling diode can be used in the bridge configuration as is shown in Fig. 
27-20a. Here the RCD turn-off snubber can also be used. The reason why can be seen by 
looking at the current path (shown dashed) when T _ is turned off and DF + recovers. This 
path includes the turn-on snubber inductor, thus reducing the problems compared to using 
such a turn-off snubber without a turn-on snubber. The two turn-off snubbers of Fig, 
27-20a can be combined into one turn-off snubber as is shown in Fig. 27-20b [9], which 
will protect the two transistors and the freewheeling diodes at turn-on in the same manner 
as the separate snubbers of Fig. 27-20a. 

In the circuit of Fig. 27-20b, it is easy to implement an overvoltage protection by 
connecting a capacitor Cov as shown, and RLs also serves as Rov of the overvoltage 
protection capacitor. This overvoltage snubber protects both the upper and lower transis­
tors and the freewheeling diodes. Also the turn-off snubber capacitors for both the tran­
sistors are combined into a single capacitor, which will halve the losses at turn-on 
compared to the those in the circuit of Fig. 27-20a. All the snubber losses in the circuit 
of Fig. 27-20b occur in only one resistor, which can be replaced by a dc-dc converter for 
loss recovery. [10,11] 

27-9 GTO SNUBBER CONSIDERATIONS 

It was pointed out in the GTO chapter (Chapter 24) that snubber circuits are almost always 
required in GTO applications. While snubbers for GTOs have the same configurations as 
for other controlled switches, the large voltages and currents found in GTO circuits place 
additional requirements on the snubber circuits. Some of these additional considerations 
are discussed below. 

A GTO is capable of turning off a significantly larger current compared to its rms or 
average current capability. The maximum controllable current for a given GTO in the 
circuit of Fig. 24-3 depends on the turn-off snubber capacitance Cs . This dependence 
arises because there is a maximum rate of change in the increase in the anode-cathode 
voltage at turn-off. Exceeding this maximum dv AKldtlmax would cause retriggering of the 
GTO back into the on state due to large displacement currents. Now dVAKldt is inversely 
proportional to Cs according to Eq. 24-6, so for a given dVAKldt, the larger Cs is, the larger 
10 can be. This, of course, assumes that the maximum controllable anode current given on 
the GTO specification sheet is not exceeded. A large C s' however, results in higher overall 
switching losses and in a larger current through the GTO at turn-on. Therefore, the 
capacitance Cs should be just sufficient to turn-off the maximum current dictated by the 
particular application. 

The capacitor C s should have a low internal inductance and a large peak current 
rating. [12] In practice, this may require paralleling of many capacitors to achieve these 
required properties for Cs • 

The turn-off snubber diode Ds needs to carry the entire load current for a short time. 
Its average current is very low, but since its dynamic forward voltage at turn-on must be 
low, often a diode with a larger average current rating is chosen. 
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The tum-off snubber resistance Rs must be selected based on trade-offs between 
maximum additional discharge current into the GTO at turn-on and the requirement on the 
minimum on-state time of the GTO to discharge Cs so it can properly operate during the 
next turn-off, as was described in the turn-off snubber section. There is a considerable 
power loss in Rs and therefore it may require mounting on a heat sink. 

It has already been described why the stray inductance in the turn-off snubber current 
loop should be as small as possible. To achieve this, the snubber components should be 
mounted as close to the GTO as possible. Some of the layout and interconnection tech­
niques that should be used are discussed in the next chapter. [12] 

The design considerations for a tum-on snubber for the GTO are similar to those 
described in the tum-on snubber section. 

For GTOs in a bridge configuration, the snubbers similar to those shown in Fig. 24-3 
can be used with each GTO. Alternatively the tum-on snubbers can be combined as shown 
in Fig. 27-20b. The snubber losses in Rs can be significant in GTO applications because 
of the higher power level of operation and higher snubber losses due to a large Cs • It may 
be beneficial to replace Rs in Fig. 27-20b with a loss-recovery converter. [10,11] 

SUMMARY 

This chapter has discussed the design and operation of a variety of snubber circuits used 
to protect semiconductor power devices from electrical stresses that exceed the device 
ratings. The important conclusions follow. 

1. Snubber circuits protect semiconductor devices during turn-on and tum-off transients 
by limiting voltage and current magnitudes and rates of rise and by shaping the 
switching trajectory of the device as it turns on and off. 

2. There are three topological snubber configurations: unpolarized RC snubbers, polar­
ized RC snubbers, and polarized RL snubbers. 

3. Unpolarized RC snubbers protect diodes and thyristors from overvoltages generated by 
the reverse-recovery current snap-off in the presence of stray series inductance. There 
are optimum values of snubber resistance and capacitance that minimize the overvolt­
ages. 

4. A polarized RC circuit functions as tum-off snubber to protect all types of controllable 
switches (BITs, MOSFETs, GTOs, IGBTs, MSCfs, etc.) by providing a low voltage 
across the switch while the current turns off. The tum-off switching trajectory 
traverses a low-power dissipation portion of the output /-V plane and the rate of rise 
(dvldt) of the voltage across the device during tum-off is controlled. 

5. A polarized RC circuit with a different topology than a tum-off snubber can be used 
as an overvoltage snubber to limit the overvoltage experienced by a controlled switch 
when it turns off in the presence of series inductance. 

6. A polarized RL snubber protects controlled switches by reducing the voltage across a 
device as the current through it builds up during the tum-on transient. These tum-on 
snubbers can also be designed to limit overcurrents in the device during the tum-on 
transient due to diode reverse recovery. 

7. Snubber arrangements for bridge circuits differ in detail from the snubber configura­
tions used to protect single devices. 

8. The high voltages and currents commonly found in GTO circuits impose extra con­
siderations in the design of snubber circuits for protecting the GTO. 
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PROBLEMS 

27-1 Consider the step-down converter circuit shown in Fig. 24-3 without the tum-on snubber. The dc 
input voltage Vd is 500 V, the load current 10 = 500 A, and the switching frequency is I kHz. The 
free-wheeling diode has a reverse-recovery time trr = 10 ILS. The GTO has a current fall time 'li 
= I ILS, a maximum reapplied voltage rate dvldt = 50 V/ILS, and a maximum controllable anode 
current lAM = 1000 A. 

(a) Find the appropriate values for resistance R, and capacitance C, for the tum-off snubber circuit. 

(b) Estimate the power dissipated in the snubber resistance. 

27-2 The GTO in the circuit of Problem 27-1 is to be protected by a tum-on snubber circuit such as is 
shown in Fig. 24-3. The maximum rate of rise of the anode current, diAldt, is 300 NILS. Find 
appropriate values for the inductance and resistance. 

27-3 Derive the equation (Eq. 27-5) for the maximum overvoltage across a purely capacitive snubber. 

27-4 Consider the flyback converter circuit shown in Fig. 27-6. The input voltage is 100 V as is the dc 
output voltage. The transformer has a I: I turns ratio and a leakage inductance of 10 ILH. The 
transistor, which can be considered as an ideal switCh, is driven by a square wave with a 50% duty 
cycle. The snubber resistance is zero. The diode has a reverse-recovery time trr of 0.3 ILS. 

(a) Draw an equivalent circuit suitable for snubber design calculations. 

(b) Find the value of snubber capacitance C, that will limit the peak overvoltage to 2.5 times the 
dc output voltage. 

27-5 Repeat Problem 27-4 with a resistance R, included in the snubber circuit. Find both the value of 
snubber capacitance and optimum value of snubber resistance. 

27-6 Estimate the power dissipated in the snubber resistance found in Problem 27-4 if the square-wave 
switching frequency is 20 kHz. 

27 -7 Consider the step-down converter circuit of Fig. 27-14 with a purely capacitive snubber having 
C, = Cd' Assume 10 = 25 A, an input voltage Vd = 200 V, and a reverse-recovery time trr = 0.2 
ILS for the free-wheeling diode. 

(a) Calculate the reduction in the tum-off losses in the BIT due to the use of the snubber capacitor. 
Assume a switching frequency of 20 kHz and a current fall time 'li of 0.4 ILs. 

(b) Calculate the increase in BIT losses during tum-on due to C,. Assume that during the tum-on 
dicldt = 50 NILS. 

27-8 Repeat Problem 27-7 but now use a polarized R,-C, snubber such as is shown in Fig. 27-12. 

27-9 Modify the single-phase line frequency diode rectifier in Fig. 27-8a by replacing the diodes 
with thyristors, replacing Cdc by a dc current source of value 10 , and consider the three inductors in 
series with the 60 Hz source V, as a single stray inductance of value Lu' Assume that the line 
voltage is 230 V rms, 60 Hz and that the stray line inductance Lu has a magnitude given by 
wLu = 0.05(V,llo1 ) where V, is the rrns phase voltage and 101 is the rms value of the fundamental 
harmonic of the phase current. The thyristors have a reverse recovery time of 10 ILS. 

(a) Explain how a single series RC circuit connected across the line will serve as a tum-off snubber 
for all four thyristors. 

(b) Derive equations for the proper values of snubber capacitance C, and snubber resistance R, as 
functions of V" 101 , trr , and other circuit parameters given above. 

(c) Find values for C, and R, that willlirnit the overvoltage to 1.3 times the peak line voltage. 

27-10 The tum-off snubber for a thyristor does not include a diode as it does for the BIT and MOSFET. 
Explain why. 

27-11 An IGBT circuit module complete with its own drive circuitry has been made with the following 
performance specifications: VOSM = 800 V, 10M = 150 A, dVosldt < 800 V/ILS, ton = td(on) + 'lv 
+ tri = 0.3 ILS, toff = td(off) + tri + tTV = 0.75 IJ.S. This module is to be used in a step-down 
converter circuit. In this circuit the free-wheeling diode is ideal, the dc supply voltage V d = 700 V, 
the load current 10 = 100 A, and the switching frequency is 50 kHz with a 50% duty cycle. 
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(a) Show that a tum-off snubber is needed for the IGBT. 

(b) Design a tum-off snubber that will provide a factor of safety of 2 to dvDsldt. 
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CHAPTER 28 

GATE AND BASE DRIVE 
CIRCUITS 

28-1 PRELIMINARY DESIGN CONSIDERATIONS 

696 

The primary function of a drive circuit is to switch a power semiconductor device from 
the off state to the on state and vice versa. In most situations the designer seeks a low cost 
drive circuit that minimizes the turn-on and turn-off times so that the power device spends 
little time in traversing the active region where the instantaneous power dissipation is 
large. In the on state the drive circuit must provide adequate drive power (e.g., base 
current to a BIT or gate-source voltage to a MOSFET) to keep the power switch in the on 
state where the conduction losses are low. Very often the drive circuit must provide 
reverse bias to the power switch control terminals to minimize turn-off times and to ensure 
that the device remains in the off-state and is not triggered on by stray transient signals 
generated by the switchings of other power devices. 

The signal processing and control circuits that generate the logic-level control signals 
used to turn the power switch on and off are not considered part of the drive circuit. The 
drive circuit is the interface between the control circuit and the power switch. The drive 
circuit amplifies the control signals to levels required to drive the power switch and 
provides electrical isolation when required between the power switch and the logic-level 
signal processing/control circuits. Often the drive circuit has significant power capabilities 
compared to the logic-level control/signal processing circuits. For example, power BITs 
have low values of beta, typically 5-10, so that the base current supplied by the drive 
circuit is often a significant fraction of the total load current. 

The basic topology of the drive circuit is dictated by three functional considerations. 
First, is the output signal provided by the drive circuit unipolar or bipolar? Unipolar 
signals lead to simpler drive circuits, but bipolar signals are needed for rapid turn-on and 
tum-off of the power switch. Second, can the drive signals be directly coupled to the 
power switch, or is electrical isolation required between the logic-level control circuits 
and the power device? Most electrically isolated drive circuits will require isolated dc 
power supplies. Third, is the output of the drive circuit connected in parallel with the 
power switch (the usual situation) or in series with the switch (cascode connection)? 

Additional functionality may be required of the drive circuit, which will further 
influence the topological details of the circuit. Provisions may be included in the drive 
circuit design for protection of the power switch from overcurrents. Then communication 
between the drive circuit and the control circuit is needed. In bridge circuits, the drive 
circuit must often provide blanking times for the power switch. Incorporation of these 
types of functionality requires design inputs to both the drive circuit and the logic-level 
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control circuit. Waveshaping of the drive circuit output may also be included to improve 
the power switch performance. 

The specific details of component values to be used in a drive circuit will vary 
depending on the characteristics of the power switch being driven. For example, BJT 
drive circuits must provide a relatively large output current (the base current of the power 
BIT) for the duration of the BIT on-state time interval, whereas MOSFET drive circuits 
need only provide an initial large current as the device turns on and for the rest of the 
on-state time interval merely provide a large gate-source voltage at low current levels. 

It is a good idea to consider how the drive circuit will be configured on a circuit board 
even at the earliest stages in the design process. The placement of components to mini­
mize stray inductance and to minimize susceptibility to switching noise may affect the 
choice of topology for the drive circuit. 

28-2 dc-COUPLED DRIVE CIRCUITS 

28-2-1 dc-COUPLED DRIVE CIRCUITS WITH UNIPOLAR OUTPUT 

A very simple base drive circuit suitable for converters with a single-switch topology is 
shown in Fig. 28-1. At turn-on, the pnp driver transistor is turned on by saturating one of 
the internal transistors in the comparator (type 311, for example). This provides a base 
current for the main power BJT that can be calculated by noting in the circuit of Fig. 28-1 a 

(28-1) 

and 

VB£(oo) 
IB(oo) = II - ~ (28-2) 

For the specified maximum collector current Ic that the application demands of the 
transistor, the necessary base current IB(oo) and corresponding VBE(oo) can be found from 
the power transistor data sheets. Similarly, the V CE(sat) for the pnp transistor in the base 
drive circuit can be obtained from its data sheets. In selecting RI , R2 , and VBB , it should 
be recognized that a small R2 will allow a faster turn-off but will also cause the power 
dissipation in the drive circuit to be large. The approximate turn-off waveforms are shown 
in Fig. 28-lb where vBE is shown as larger during the on state compared to the storage 
interval. 

A step-by-step design procedure is shown below. 

I. Based on the turn-off speed required, the negative base current, IB,storage during 
the storage time is estimated. From this, R2 in Fig. 28-la can be calculated as 

R2 = VBE,storage (28-3) 
IB,storage 

2. Knowing the required on-state base current IB(oo) and the corresponding VBE(oo) 

and R2 from the previous step, 1\ becomes 

I 
_ I + VBE(on) 

1 - B(on) R2 (28-4) 

3. Two unknowns remain in Eq. 28-1, VBB and R I . The on-state losses in the drive 
circuit are approximately equal to VBB/ I , which suggests that V BB should be small. 
On the other hand, to reduce the influence of variations in VBE(on)' V BB should be 
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Figure 28- t (a) Simple base current drive circuit for a power 
BIT and (b) the associated current and voltage waverfonns at 
turn-off. 

large. In practice, a VBB of about 8 V is optimum. With VBB = 8 V, RI can then 
be estimated using Eq. 28-1. 

This base drive circuit should not be used in pulse-width-modulated bridge converter 
circuits for reasons that will be discussed shortly. 

A simple MOSFET gate drive circuit with only one switch to control the gate current 
is shown in Fig. 28-2, where the output transistor of a comparator (e.g. LM311) controls 
the MOSFET. When the output transistor is off, the MOSFET is on and vice versa. When 
the comparator is on, it must sink a current V GGIR I, and to avoid large losses in the drive 
circuit, RI should be large. This will slow down the MOSFET tum-on time. This means 
that the drive circuit is only suitable for low switching speed applications. 

The inadequacy of this circuit can be overcome by the MOSFET gate drive circuit 
shown in Fig. 28-3 where two switches are used in a totem-pole arrangement with the 
comparator (type 311) controlling the npn-pnp totem-pole stack. Here, to tum the MOS­
FET on, the output transistor of the comparator turns off, thus turning the npn BIT on, 
which provides a positive gate voltage to the MOSFET. At the tum-off of the MOSFET, 
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Figure 28-2 Simple MOSFET gate drive 
circuit suitable for low-speed and 
low-switching-frequency applications. 

Figure 28-3 A MOSFET gate drive circuit with a totem-pole 
configuration for faster tum-off times: (a) discrete totem-pole gate drive 
circuit; (b) integrated circuit totem pole gate drive circuit. 

the gate is shorted to the source through RG and the pnp transistor. Since no steady-state 
current flows through RG in contrast to R I described in the previous paragraph, RG can be 
chosen to be much smaller in value, which results in much faster tum-on and turn-off 
times. Very often, instead of using discrete components, similar performance can be 
obtained, as is shown in Fig. 28-3b by using buffer ICs such as CMOS 4049 or 4050 if 
a low gate current is needed or a DSOO26 or UC 1707, which can source or sink currents 
in excess of 1 A. 
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28-2-2 dc-COUPLED DRIVE CIRCUITS WITH BIPOLAR OUTPUT 

In order to operate power semiconductor devices at high switching frequencies, drive 
circuits must be designed to turn-off the devices as rapidly as they turn on. The descrip­
tions of the switching characteristics of BITs, MOSFETs, IGBTs, and other devices 
clearly illustrated the need for a reverse bias to be applied to the control terminals of the 
power switch in order to affect a rapid tum-off. Drive circuits with unipolar outputs are 
unable to provide the needed reverse bias and thus are incapable of providing fast turn-off 
of power devices. In order to provide a reverse bias to the control terminals of the power 
device, the drive circuit must have a bipolar output (an output that can be either positive 
or negative). This in tum requires that the drive circuit be biased by a negative power 
supply as wen as a positive power supply. 

The BIT base drive circuit shown in Fig. 28-4 where both a positive and negative 
voltage supply with respect to the emitter are used provides a fast tum-off. For the tum-on 
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Figure 28-4 (a) A BIT base current drive circuit with both positive and 
negative voltages with respect to the BIT emitter for faster tum-off of the 
power device. (b) A pre-converter circuit should be used if the input from 
the control circuit has signal only between JlBB+ and ground. 
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interval, the output transistor of the comparator turns off, thus turning the transistor TB + 
on. The on-state base current is 

(28-5) 

Arguments similar to step 3 of the previous BJT drive circuit design apply in the selection 
of V BB+ and RB • The optional capacitor Con shown as dashed, acts as a speed-up capacitor 
by providing a large transient base current to the power transistor at the instant of turn-on 
to speed up the turn-on sequence. 

For turning the BJT off, the internal output transistor of the comparator turns on, thus 
turning the pnp transistor TB - on (and automatically turns the npn transistor TB + off). For 
a fast tum-off, no external resistance is used in series with TB _. The magnitude of the 
negative voltage must be less than the BE breakdown voltage of the BJT, which is given 
on the data sheets and is normally in the 5-7 V range. The switching waveforms will be 
similar to those described in Section 21-5 if the BJT is used in a similar circuit. If the BJT 
has a tendency for collector current tailing due to a too rapid tum-off of the BE junction 
compared to the CB junction, as described in Section 21-5, then a resistor or, if necessary, 
an inductor can be added in the tum-off base drive between points A and the emitter of 
TB - in Fig. 28-4a. 

If the control signal is supplied by a logic circuit that is connected between VBB + and 
the emitter of the BJT, then the reference input to the comparator should be at the 
mid-potential between VBB+ and the BIT emitter terminal, as is shown in Fig. 28-4b 
where R4 = Rs. 

The modifications shown in Fig. 28-5a further enhance the BJT turn-off performance 
of the drive circuit of Fig. 28-4. An antisaturation diode Das is added to keep the BJT 
voltage VCE slightly above its saturation value VCE(sat). This can be seen in Fig. 28-5a 
where 

VAE = VBE(on) + V DI = VCE(on) + V Das (28-6) 

and therefore, 

VBE(on) = VCE(on) (28-7) 

since V DI = V Das• Since VBE(On) is in general larger than VCE(sat)' the presence of the 
antisaturation diode keeps the transistor slightly out of saturation, thus reducing the 
storage time at the expense of increased on-state losses in the BIT. Therefore the anti­
saturation diode should only be used if the capability to use the BJT in a high switching 
frequency application is required. If still faster turn-off switching is needed, the on-state 
voltage V CE(sat) can be adjusted by putting one or more diodes in series with D1• 

In the circuit of Fig. 28-5a, the diode D2 is needed to provide a path for the negative 
base current. D as should be a fast recovery diode with a reverse recovery time smaller than 
the storage time of the BIT. Moreover, its reverse voltage rating must be similar to the 
off-state voltage rating of the power transistor. 

An improved version of the circuit of Fig. 28-5a is shown in 28-5b where the power 
loss in the positive portion of the base drive circuit is reduced compared to the original 
circuit. Here the anti saturation diode adjusts the base current of the drive transistor TB + 

such that TB + operates in the active mode and the current drawn from V BB + now is only 
equal to the actuallB needed to barely saturate the BIT. Moreover, the current rating 
required of D as is reduced. A small resistance in series with the antisaturation diode can 
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Figure 28-5 (a) Base drive circuit with antisatura­
tion to minimize the storage time of the BIT and thus 
the tum-off time. The modifications in (b) permit the 
antisaturation diode to have a lower current rating 
compared to the situation in (a). 

significantly help reduce oscillations at tum-on. Since Ts+ operates in the active region, 
it must be mounted on a small heat sink. 

A drive circuit for MOSFETs that provides positive gate voltages at tum on and 
negative gate voltages at tum off by means of a split power supply with respect to the 
MOSFET source is shown in Figs. 28-00 through 28-6c. If the control signal is supplied 
by logic circuit that is connected between V GG+ and the source of the MOSFET, then the 
reference input to the comparator should be shifted to be at the mid-potential between 
V GG+ and the source of the MOSFET using a pre-converter circuit similar to that in Fig. 
28-4b. 
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Figure 28-6 Various gate drive circuits using split dc power supplies for 
providing an n-channel MOSFET with positive gate-source voltages at turn-on 
and negative gate drive at turn-off. 

28-3 ELECTRICALLY ISOLATED DRIVE CIRCUITS 

28-3-1 NEED FOR AND TYPES OF ELECTRICAL ISOLATION 

Very often, there is a need for electrical isolation between the logic-level control signals 
and the drive circuits. This is illustrated in Fig. 28-7 for the case of a power BJT 
half-bridge converter having a single-phase ac supply as its input where one of the power 
tenninals is a grounded neutral wire. Now the positive dc bus is close to the ground 
potential during the negative half cycle of vs' and the negative dc bus is near ground 
potential during the positive half cycle of VS. Under these conditions the emitter tenninals 
of both BJTs must be treated as "hot" with respect to power neutral. The logic-level 
control signals are nonnally referenced with respect to logic ground, which is at the same 
potential as the power neutral since the logic circuits are connected to the neutral by means 
of a safety ground wire. 

The basic ways to provide electrical isolation are either by optocouplers, fiber optics, 
or by transfonners. The optocoupler shown in Fig. 28-8 consists of a light-emitting diode 
(LED), the output transistor, and a built-in Schmitt trigger. A positive signal from the 
control logic causes the LED to emit light that is focused on the optically sensitive base 
region of a photo transistor. The light falling on the base region generates a significant 
number of electron-hole pairs in the base region that causes the photo transistor to turn on. 
The resulting drop in voltage at the photo transistor collector causes the Schmitt trigger to 
change state. The output of the Schmitt trigger is the optocoupler output and can be used 
as the control input to the isolated drive circuit. The capacitance between the LED and the 
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Figure 28-7 Power BIT base drive system showing the need for electrical isolation between 
the base drive circuitry and the logic level control circuitry. 
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Figure 28-8 Schematic of an optocoupler used to couple signals to a 
floating (electrically isolated) drive circuit from a control circuit 
referenced with respect to the control logic ground (and power system 
neutral). 

base of the receiving transistor within the optocoupler should be as small as possible to 

avoid retriggering at both tum-on and tum-off of the power transistor due to the jump in 
the potential between the power transistor emitter reference point and the ground of the 
control electronics. To reduce this problem, optocouplers with electrical shields between 
the LED and the receiver transistor should be used. 

As an alternative, fiber optic cables can be used to completely eliminate this re­
triggering problem and to provide very high electrical isolation and creepage distance. 
When using fiber optic cables, the LED is kept on the printed circuit board of the control 
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electronics, and the optical fiber transmits the signal to the receiver transistor, which is put 
on the drive circuit printed circuit board. 

Instead of using optocouplers or fiber optic cables, the control signal can be coupled 
to the electrically isolated drive circuit by means of a transformer as is shown in Fig. 
28-9a. If the switching frequency is high (several tens of kilohertz or more) and the duty 
ratio D varies only slightly around 0.5, a baseband control signal of appropriate magni­
tude can be applied directly to the primary of a relatively small and lightweight pulse 
transformer as implied in Fig. 28-9a, and the secondary output can be used to either 
directly drive the power switch or used as the input to an isolated drive circuit. As the 
switching frequency is decreased below the tens of kilohertz range, a baseband control 
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Figure 28-9 Transfonner coupling of control signals from control circuits to 
electrically isolated drive circuits. In (a) the baseband control signal is directly 
connected to the transfonner primary. In (b) the control signal modulates a high­
frequency carrier that is then applied to the primary of a small high-frequency 
signal transfonner. The waveforms associated with (b) are shown in (e). 
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signal directly applied to the transformer primary becomes impractical because the size 
and weight of the transformer becomes increasing larger. 

Modulation of a high-frequency carrier by a low-frequency control signal enables a 
small high-frequency pulse transformer to be used for even low-frequency control signals. 
In Fig. 28-9b the control signal modulates a high-frequency (e.g., 1 MHz) oscillator 
output before being applied to the primary of a high-frequency signal transformer. Since 
a high-frequency transformer can be made quite small, it is easy to avoid stray capaci­
tances between the input and the output windings, and the transformer will be inexpen­
sive. The transformer secondary output is rectified and filtered and then applied to the 
comparator and the rest of the isolated drive circuit. The waveforms for this modulation 
scheme are shown in Fig. 28-9c. 

28-3-2 OPTOCOUPLER ISOLATED DRIVE CIRCUITS 

In optocoupler-isolated drive circuits, the optocoupler itself is the interface between the 
output of the control circuit and the input of the isolated drive circuit. The input side of 
the optocoupler is directly coupled to the control circuit and the output side of the 
optocoupler is directly connected to the isolated drive circuit. The topology of the isolated 
drive circuit between the output of the optocoupler and the control terminal of the power 
switch can take many different forms. 

An optocoupler-isolated drive circuit for a power BJT is shown in Fig. 28-10. The 
drive circuit has a bipolar output so that rapid tum-on and tum-off of the BIT can be 
achieved. An npn-pnp totem-pole circuit couples the appropriate dc voltage to the base 
of the power BIT to tum it on or off as required. The isolated split dc power supplies are 
implemented by the circuit segment in the lower left side of Fig. 28-10. 
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Figure 28-10 Optocoupler isolation of base drive circuits. 
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Optocoupler-isolated drive circuits can also be used with power MOSFETs and 
IGBTs. The circuit shown in Fig. 28-11 uses a high common-mode noise immunity 
optocoupler (HPCL-4503) and a high-speed driver (IXLD4425) with a 3-A output capa­
bility. The drive circuit uses a single-ended floating 15-V supply and provides a ±15-V 
output voltage for high noise immunity and fast switching to drive the gate of a power 
MOSFET or IGBT. The integrated high-speed driver circuit connects the gate of the 
power device to the IS-V bus bar while it simultaneously connects the source to the 
negative side of the bias supply in order to turn the power device on. To turn the power 
device off, the drive circuit connects the gate to the negative side of the single-ended 
supply while it connects the source to the + IS-V bus bar. 

28-3-3 TRANSFORMER-ISOLATED DRIVE CIRCUITS PROVIDING 
BOTH SIGNAL AND POWER 

The use of transfonners for electrically isolating the drive circuit from the control circuit 
introduces a great deal of flexibility into the design of the drive circuit. If floating dc 
power supplies are available, the transfonner coupling scheme with a modulated carrier 
shown in Fig. 28-9b can be used as a replacement for the optocoupler in the circuits shown 
in Figs. 28-10 and 28-11. 

However, the same transfonner used to transfer the control signal from the control 
circuits to the isolated drive circuit can also be used to provide the isolated dc bias power 
as well and do away with a separate transfonner for the isolated dc supplies. Consider the 
BIT base drive circuit shown in Fig. 28-12. This is an isolated base drive in which the 
base current is made to be proportional to the collector current. Here the need for an 
auxiliary dc power supply with respect to the emitter terminal is avoided. The transfonner 
is a combination of a flyback converter transfonner and a current transfonner. When the 
drive transistor Tl is on, the BJT is off and vice versa. When Tl is conducting and the BIT 
is off, the transfonner core is magnetized to the limit of saturation with ip = V BB+I Rp. Due 
to the stored energy in the slightly gapped transfonner core, turning Tl off forces a current 
to flow in the second winding as in a flyback converter, thus resulting in a positive base 
current to the BJT. This causes the BIT to start conducting, and its base current is mainly 
provided by the transfonner action between windings 2 and 3, causing iB = N3ic1N2' 
During the off interval of T l' the voltage across the capacitor C p discharges to zero due 
to the resistance Rp- Therefore, when Tl is turned on in order to turn the BJT off, a voltage 
essentially equal to VBB+ is applied across winding 1 causing ip to be large. 
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from control r---------­
electronics I 
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I~ I 
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~ - - - - - - - - - --L----------... ----J!-+----.... -I~XL-JD4425 
-=- Optocoupler 

(HCPL-4503) 

Figure 28-11 An optocoupler isolated drive circuit suitable (or driving MOSFETs 
and IGBTs. The circuit providing the isolated single-ended 15 V bias supply is not 
shown for simplicity. 
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Figure 28·13 Transformer-isolated MOSFET gate drive circuit using a 
high-frequency modulated carrier so that the MOSFET can be held on for 
long periods. No auxiliary dc power supplies are needed since both the control 
signal and bias power come through the transformer. 
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During the turn-off of the BIT, its base current is given as 

iB = N3iClN2 - NlipN2 (28-8) 

The drive circuit must be designed so that the base current during turn-off is negative and 
of adequate magnitude and duration. This drive configuration is best suited for high­
frequency applications where the variations in the duty cycle are limited. 

If in a given application, the MOSFET to be controlled is to be on for a long time, 
the circuit shown in Fig. 28-13 can be used. In this circuit the control voltage is modu­
lated by a high-frequency oscillator output before being applied to the buffer circuits. 
Now a high-frequency ac signal appears across the transformer primary when the con­
trol voltage is high, thus charging the energy storage capacitance C1 and the capacitance 
C2 at the input to the 7555 IC, which is used here as a buffer and a Schmitt trigger be­
cause of its low power consumption. With the input to the 7555 low, it provides a posi­
tive voltage to the MOSFET gate, thus turning it on as is shown in Fig. 28-13. At turn 
off, the control voltage goes low and the voltage across the transformer primary goes 
to zero. Now C2 discharges through R2 and the input voltage to the 7555 goes high, 
which causes its output voltage to go low, thus turning the MOSFET off. The diode DB 
is used to prevent the energy stored in the capacitance C 1 from discharging into the 
resistance R2• 

In pulse-width-modulated inverters, such as motor drives and UPS, there is a need for 
a smooth transition in the duty ratio D from a finite value to either zero or one. The use 
of a phase shift resonant controller, UC3875, combined with two transformers, a demod­
ulator, and some buffers will make a good gate drive circuit for a MOSFET or an IGBT 
as is shown in Fig. 28-14. As in the drive circuit of Fig. 28-13, the transformers may have 
a relatively large leakage inductance. This makes it easy to produce noise immune trans­
formers with a high isolation test voltage. 
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Figure 28-14 A transformer-coupled MOSFET or lGBT gate drive circuit, which 
has a smooth transition in the duty ratio D from zero to one. 
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28-4 CASCODE-CONNECTED DRIVE CIRCUITS 

All of the drive circuits discussed so far can be characterized as shunt-connected to the 
power switch, meaning that the drive circuits are connected in shunt (parallel) with power 
switch control terminals. In this configuration the drive circuit conducts only a fraction 
(usually a small fraction) of the current carried by the power switch in the on state. 
However, there are some situations where it is advantageous to place the output of the 
drive circuit in series (a so-called cascode connection) with power switch so that the drive 
circuit must conduct the same current as the power switch. 

28-4-1 OPEN-EMITIER BIT DRIVE CIRCUIT 

An attractive alternative to conventional base-emitter drive circuits for switching the 
power BJT is the so-called open-emitter, or cascode switching, circuit shown in Fig. 
28-15a. The switch in series with the BIT is chosen to be a MOSFET since it can switch 
very fast, is easy to control, and provides a very low on-state resistance during conduction 
since its breakdown voltage, which is required for this application, is very low, on the 
order of a few tens of volts. To tum the BJT on, the MOSFET is switched on, which 
causes the BIT base current to flow, thus turning the transistor on. When conducting, the 
main current flow is through the BJT and the MOSFET. To tum the BJT off, the 
MOSFET is quickly turned off, which causes the collector current to flow out of the base 
terminal through the capacitor, thus making the negative base current equal to the col­
lector current. This negative base current quickly turns off the BJT and the problem of 
premature cutoff of the BE junction discussed in Section 21-4 that can occur in conven­
tional base drive circuits and lead to collector current tailing is avoided. The potential of 
the base terminal is clamped by the zener diode, and therefore the MOSFET breakdown 
voltage is limited. 

The safe operating area under emitter-open tum-off, which is shown in Fig. 28-15b, 
is much greater than the conventional RBSOA because the VCE limit is BV CBO' which can 
be as much as twice as large as BV CEO. The larger voltage limit is a consequence of the 
BIT being used during tum-off as a simple diode composed of the CB junction. The 
degradation of the breakdown voltage to BV CEO because of emitter current flow that was 

iC Standard 
RBSOA 

---1 

L Emitter open 
I switching RBSOA 

I 
I 
I 

Switching locus with Switching locus with 
standard base drive emitter open base drive 

Figure 28-15 The emitter-open or cascode switching circuit (a) that takes advantage of a 
larger safe operating area (b). 
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discussed in Section 21-6 is absent in this case because the external circuit does not permit 
any emitter current to flow in the off state. Thus the BIT used in this circuit is chosen on 
the basis of its BV CBO rating and not its BV CEO rating. This provides for a combined 
switch that may have lower on-state conduction losses compared to a conventional BIT 
switch since the conventional switch would have a larger breakdown rating (the conven­
tional BIT switch would be chosen on the basis of BV CEO exceeding the off-state applied 
voltage) and consequently a much larger on-state voltage drop V CE(sal)' 

The emitter-open switching circuit can be modified to provide the base current pro­
portional to the collector current by means of a two-winding transformer. This eliminates 
the need for a dc voltage supply in a base drive circuit. The simple version of the 
open-emitter drive circuit shown in Fig. 28-15 cannot be used in bridge circuit configu­
rations when one transistor is turned on while the opposite free-wheeling diode is con­
ducting. The reasons will be discussed in a later section. 

28-4-2 CASCODE DRIVE CIRCUITS FOR NORMALLY ON POWER 
DEVICES 

Cascode-configured drive circuits are particularly attractive for normally on devices such 
as lFET-based power devices. The normally on characteristic of JFET-based devices, 
which has severely limited their application, is a natural fit to the requirements of a 
cascode drive circuit topology. Consider the cascode drive circuit for an FCT shown in 
Fig. 28-16. When the MOSFET Qs is held off, the voltage at the cathode of the FCT (Tw) 
rises up to a voltage Vd RG2/(RGI + RG2), while the gate of the FCT is at the reference 
potential. If the cathode voltage is large enough, the FCT will be in the off state. The 
required negative gate-cathode voltage is given by 

(28-9) 

where .... is the blocking gain of the FCT. When the MOSFET is gated on, the gate­
cathode voltage of the FCT drops to a very low value (the on-state voltage of the 
MOSFET), and the FCT turns on with the FCT current also passing through the 
MOSFET. 

Input from 
control circuit 

Figure 28-16 A concept cascade drive 
circuit for an FCT. 
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The blocking gain of an FCT typically can range from 10 to loo. For Vd values of 
2000 V or less, this range of blocking gain would require negative gate-cathode voltages 
from 2oo V (blocking gain equal to 10) to 20 V (blocking gain equal to I oo) in order to 
hold the FCT off. MOSFETs are readily available that have blocking voltage capabilities 
that exceed these voltages and that simultaneously have on-state current capabilities of 
loo A or larger. If the current capability of a single MOSFET is not commensurate with 
that of the FCT, several identical MOSFETs can be paralleled to reach the desired current 
capability. 

The cascode drive circuit shown in Fig. 28-16 can equally be applied to other 
normally on devices as the power JFET or static induction transistor. Cascode circuits 
have also been applied to normally off devices including GTOs. Some attempts have been 
made to integrate the cascode output switch (e.g., the MOSFET Qs in Fig. 28-16) onto 
the same silicon wafer as the power device. One such device is the so-called emitter­
switched thyristor. 

28-5 THYRISTOR DRIVE CIRCUITS 

28-5-1 GATE CURRENT PULSE REQUIREMENTS 

A pulse of gate current is needed to tum the thyristor on, and once triggered on, the 
thyristor continues to conduct without any continuous gate current because of the regen­
erative action of the device. In estimating how large the pulse of gate current should be 
to ensure device tum-on, the gate current-voltage characteristic shown in Fig. 28-11a 
must be used. For a given thyristor type, the range of variation possible in the gate 
characteristic is specified by maximum and minimum curves in the device data sheets, 
which are similar to the maximum and minimum curves shown in Fig. 28-17a. The 
minimum gate current and corresponding gate voltage needed to ensure that the thyristor 
will be triggered at various operating temperatures is also specified in the device data 
sheets and is shown in Fig. 28-17a as the dashed line. This minimum gate current curve 
is sometimes called the locus of minimum firing points. 

The load line of the gate pulse amplifier should result in a gate current that is greater 
than that specified in the minimum gate current curve. An equivalent circuit for a gate 
pulse amplifier is shown in Fig. 28-17b, which consists of an open circuit output voltage 
of V GG and an output resistance of RG • This circuit will produce a gate current in the range 
of IGl at low temperatures to IG2 at high temperatures as is shown in the load line 
construction of Fig. 28-17a. By proper selection of the load line parameters (VGG and 
RG ), a gate current well in excess of the minimum required current is obtained. The 
minimum time duration of the current pulse, usually a few tens of microseconds, during 
which the gate current must flow, is specified on the device data sheets. 

The data sheets also specify the maximum allowable gate current and gate power 
dissipation. A maximum gate power dissipation hyperbola is shown in Fig. 28-17a. These 
quantities are normally very large in relation to the gate trigger current needed and do not 
present any design constraint. 

In order to allow a large dildt during the tum-on of a thyristor, a large gate current 
pulse is supplied during the initial tum-on phase with a large diG/dt. After the thyristor 
turns on, the gate current is then reduced and kept on for some time at a lower value in 
order to avoid unwanted tum-off of the device. Such a shaped gate current pulse is shown 
in Fig. 23-9. 
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Figure 28-17 Design of thyristor gate drive circuits. (a) 
Gate-cathode J- V characteristics used for designing gate trigger 
circuits; (b) equivalent circuit of gate-pulse amplifier. 

Thyristors are often used in line-frequency converters where the devices are natu­
rally turned off by the line-frequency voltages. In order to control the dc output voltage 
of the converter and the magnitude and direction of the power flow through the converter, 
the thyristors must be turned on at a proper delay angle relative to the zero crossing of 
the ac line voltages. In the case of load voltage cornmutated thyristor conveners, such 
as those used in very large power synchronous motor drives and induction heating in­
verters, the gate trigger times of the thyristors are synchronized with the ac voltages of the 
load. 

A general block diagram of a gate trigger circuit, for example, in a single-phase 
converter, is shown in Fig. 28-18. The thyristors are at line potential, and the trigger 
circuit must be referenced with respect to a logic ground associated with the control input. 
Therefore the zero crossing detection of the line-voltage synchronization and the gate 
pulse generated within the gate trigger circuit must be isolated from the line potential by 
means of transformers as is shown in Fig. 28-18. The gate trigger circuit also requires a 
de power supply referenced with respect to the logic ground potential. This dc voltage can 
be supplied by rectifying the output of the line-voltage synchronization transformer as is 
shown in Fig. 28-18. 

In the delay angle block, the ac synchronization voltage is converted into a ramp 
voltage that gets synchronized to the zero crossing of the line voltage as is shown by 
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Figure 28-18 General block diagram of a thyristor gate trigger circuit. 

wavefonns in Fig. 28-19. This ramp voltage, which has a constant peak-to-peak ampli­
tude, is compared with a control voltage. During alternate half-cycles when the ramp 
voltage equals the control voltage, a pulse signal of controllable duration is generated as 
is shown in Fig. 28-19. In this manner the delay angle can be varied over nearly the full 
range between ()" and 1800 and the delay angle is proportional to the control voltage. 
Nonnally an integrated circuit such as one of the TCA 780 family is used to implement this 
control function. Such integrated circuits also incorporate additional features for start-up, 
shut down, and so forth. 

28-5-2 GATE PULSE AMPLIFIERS 

In low-power thyristors used in consumer applications, the trigger current needed by the 
thyristor is small enough that it can be supplied by ICs without the need for an external 
pulse amplifier. In high-power thyristors, the trigger current requirement is purposely kept 
high in order to provide noise immunity. In such thyristors the initial peak gate current at 
turn-on, such as is shown in Fig. 23-9, may be as large as 3 A and then may drop to alxMlt 
0.5 A for the duration of the pulse. 

A pulse amplifier is shown in Fig. 28-20 where the pulse output from the delay angle 
block tums on the MOSFET, which supplies an amplified pulse of gate current to the 
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Figure 28-20 Pulse amplifier 
for a thyristor gating circuit. 

thyristor through the pulse transformer. The diode D I in the secondary side is used to 
prevent a negative gate current due to the transformer magnetizing current when the 
MOSFET T G turns off. The diode D2 is used to provide a path for the transformer 
magnetizing current so that the energy in the magnetic core gets dissipated in RG • Wave­
shaping to produce a waveform similar to the waveform of Fig. 23-9 can be provided by 
an RC network in parallel with RG . 

A similar gate trigger circuit can be built for three-phase full-bridge thyristor con­
verters where the six thyristors are triggered in sequence at 60° intervals. However, to get 
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r 

started and with discontinuous load currents, it is necessary to trigger a thyristor pair, one 
from the top group and one from the bottom group, in sequence at a 60° interval. 
Therefore a thyristor will receive gate pulses as is shown in Fig. 28-21 at tum-on. 

28-5-3 COMMUTATION CIRCUITS 

In the line-frequency and load-commutated converters, the thyristor current is naturally 
commutated and the device turns off when the next thyristor in the sequence is gated on. 
However, in a switch-mode converter, a commutation circuit such as is shown in Fig. 
28-22 is needed to tum off the thyristor. Because of the cost, complexity, and losses 
associated with the commutation circuits and more importantly because of the evolution 
of the power-handling capabilities of BITs, IGBTs, and GTOs, the switch-mode thyristor 
converter is not used in new designs, even at multimegawatt power ratings for dc and ac 
motor drives. 

These commutation circuits circulate a current through a conducting thyristor in the 
reverse direction and thus force the total thyristor current to go to zero, thus turning it off. 
These circuits often consist of some form of an LC resonant circuit, similar to those 

Figure 28-21 Gate trigger pulse waveform for a thyristor in a three-phase 
full -bridge converter. 
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Figure 28-22 Tum-off of a thyristor 
by forced commutation: (a) thyristor 
switch-mode converter circuit illustrating 
the need for a commutating circuit; (b) 
idealized examples of commutation 
circuits. The plus and minus signs 
represent the polarity of the precharge 
voltage on the capacitors before the 
closure of the switches to tum off the 
thyristors. 
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discussed in Chapter 9. Such circuits are thoroughly discussed in the literature and so are 
not considered in this book. 

28-6 POWER DEVICE PROTECTION IN DRIVE CIRCUITS 

28-6-1 OVERCURRENT PROTECTION 

In some applications the potential may exist for currents to flow through a power device 
that exceed the device's capabilities. If the device is not somehow protected against these 
overcurrents, it may be destroyed. Power devices cannot be protected against the over­
currents by fuses because they cannot act fast enough. Overcurrents can be detected by 
measuring the device current and comparing it against a limit. At currents above this limit, 
the power device is turned off by a protection network in the drive circuit. 

A cheaper and normally better way of providing overcurrent protection is to monitor 
the instantaneous output voltage of the device, for example, the collector-emitter on-state 
voltage of a BIT or the drain-source voltage of a MOSFET. Fig. 28-23a shows a simple 
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To overcurrent ~ _________ ...... 
protection block 
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From base drive 
circuit .... ---..... ---..-*------* .... --1 

(b) 

BJT 

Figure 28-23 (a) Overcurrent protection by measuring the 
instantaneous on-state collector-emitter voltage of the power transistors. 
(b) This protection circuit can be used with an antisaturation network. 
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circuit to provide overcurrent protection to a BJT based on this principle. The voltage 
during the on-state at point C will be one forward-bias diode drop above V CE,sat. This 
voltage signal is one of the inputs to the overcurrent protection block that requires the 
control signal as another input. When the transistor is supposed to be on, if the voltage at 
point C with some delay is above some predetermined threshold, the overcurrent is 
detected, and the protection block causes the base drive to turn the BIT off. Depending 
on the design philosophy, the overall system may be shut down after such an overcurrent 
detection and may have to be manually reset. The overcurrent detection network can be 
combined with the antisaturation network as is shown in the subcircuit of Fig. 28-23b. 

The overcurrent protection should be combined with design measures that limit the 
maximum instantaneous current through the device. For example, consider the worst-case 
scenario shown in Fig. 28-24 where the output of a step-down converter circuit using a 
BIT is accidentally shorted. The instantaneous short-circuit current through the BJT can 
be estimated from the static I-V characteristics shown in Fig. 28-24b where VCE equals 
Vd under the short-circuit conditions. If the instantaneous short-circuit current is to be 
limited to a safe value, for example, twice the continuous current rating of the transistor, 
then the corresponding base current IB,max can be obtained from Fig. 28-24b. If the base 
current provided by the drive circuit remains less than IB,max' the instantaneous short­
circuit current would also be limited to the required safe value. The overcurrent protection 
circuit must act within a few microseconds to tum off the BJT, otherwise it will be 
destroyed. This design approach can be used with all power semiconductor devices that 
do not have a latching characteristic including BJTs, MOSFETs, IGBTs, FeTs, and 
power JFETs. 

+ 

(a) 

L---------------------~~UCE 
Vd 

(b) 

~--~----~--~------~--~t 

(e) 

Figure 28-24 (a) Step-down convener circuit with an accidental short circuit. (b) The 
short-circuit current can be estimated from the transistor /- V characteristies. (c) The wrrent 
wavefonn at the onset of the short. 
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28-6-2 BLANKING TIMES FOR BRIDGE CIRCUITS 

In the half-bridge and full-bridge circuits, where two transistors are connected in series in 
one converter leg, it is important to provide a blanking time so that the turn-on control 
input to one transistor is delayed with respect to the turn-off control input of the other 
transistor in the inverter leg. This blanking time should be chosen conservatively to be 
greater than the worst-case maximum storage time of the transistors being used to avoid 
cross conduction. Under normal operation, such a conservatively chosen blanking time 
will cause a dead time equal to the blanking time minus the actual delay time to occur in 
which both the transistors in the inverter leg are off. This dead time introduces an 
unwanted nonlinearity in the converter transfer characteristic as was discussed in Chapter 
8. This dead time can be minimized by the use of design enhancements to drive circuits, 
which minimize tum-on and tum-off delay times in power semiconductor devices being 
used as the power switches. These design enhancements include the use of antisaturation 
diodes with BITs, drive circuits with bipolar outputs, speed-up capacitors, and so forth. 

This blanking time in the control inputs can be introduced by means of the circuit 
shown in Fig. 28-25a where the control signal is common to both BITs of the converter 
leg. When the control signal is high, the upper transistor T + should be on and vice versa. 
The polarized RC network and the Schmitt trigger introduce a significant time delay in the 
tum-on of the BIT and almost no time delay in the turn-off of the transistor. The differ­
ence of these two time delays is the blanking time needed. The waveforms are shown in 
Fig. 28-25b where when the bridge control input goes low, a significant time delay occurs 
in the control signal to turn on the bottom transistor T _ and almost no time delay occurs 
in turning off the upper transistor T +. The blanking time and the dead time are also shown 
in Fig. 28-25b. 

As was mentioned previously, the simple base drive circuit of Fig. 28-1 cannot be 
used in a pulse-width-modulated bridge configuration where one of the free-wheeling 
diodes may conduct when the opposite transistor turns on. The waveforms for such a 
situation are shown in Fig. 28-26. Assuming 10 to be positive, the free-wheeling diode 
DF - will conduct when T + is off, and then T _ is controlled to be on. Since TB2 is 
conducting during this interval, there will be a base current iBI for L. This will make L 
conduct in its reverse direction, thus acting as a transistor in the reverse active region with 
the roles of collector and emitter being interchanged. In addition, due to the on-state 
voltage of DF -, L will be provided with a base current iB2 supplied through R2 and 
flowing through the base-collector diode of T _. Assuming a DF - forward voltage drop of 
2 V and another 0.7 V across the forward-biased base-collector junction of L, then iB2 
equals 1.31R2 • 

During the blanking time, both TBI and TB2 are off. However, this does not prevent 
the reverse conduction of T _ since iB2 will flow as long as DF - is conducting. Instead of 
providing a negative base current, R2 is a source of positive base current in this situation. 
The reverse current of T _ will now decay slowly to a steady-state value dictated by iB2 . 
Turning TBI and thus T + on will cause a large forward current to flow through the barely 
saturated T _ in addition to the reverse-recovery current of DF _. This current will nor­
mally destroy T _ and make it a short circuit, and in turn T + will be destroyed. Base drive 
circuits for bridge configurations must therefore be similar to that shown in Fig. 28-4 
where the negative base current is supplied from a negative auxiliary power supply. A 
further improvement is to use an antisaturation diode. Then there will be no base current 
in the power transistor when its parallel free-wheeling diode is conducting, even if the 
transistor is controlled to be on. 

It may seem odd to describe in such detail what should not be done. However, in 
some monolithic Darlingtons, the R2 resistor of Fig. 28-1 is provided by overlapping the 
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Figure 28-25 (a) Circuit for providing blanking times to the base drives of 
BITs in a bridge configuration so as to avoid cross conduction of the BITs. The 
dead times are the result of the BIT storage times, which are shown on (b) the 
collector current waveforms. 

emitter metallization onto the base region. Such MDs will conduct reverse currents during 
the blanking time even with the base connected to VBB-. Hence for the reasons explained 
in the preceding paragraphs, MDs constructed in this manner cannot be used in bridge 
configurations when one transistor is turned on while the opposite free-wheeling diode is 
conducting. 

28-6-3 "SMART" DRIVE CIRCUITS FOR SNUBBERLESS SWITCHING 

Since snubber circuits can add significant cost and complexity to a power electronics 
converter, the designer seeks ways to avoid their use. The availability of the newer power 
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Figure 28-26 Reverse conduction of T_ at the turn-on of T+, which 
causes destructive breakdown when the drive circuit of Fig. 28-1 is used. 

semiconductor devices, such as IGBTs, which have robust and square safe operating 
areas, has prompted efforts to use these devices without snubbers. Snubberless operation 
is possible if two general requirements are met. First, the switching frequency must be 
relatively low (less than 10 kHz) so that switching losses are not a major concern. Second, 
the switching times of the power semiconductor device being used must be relatively easy 
to control. Devices that satisfy this second condition include MOSFETs, IGBTs, and to 
a lesser degree BJTs. Thyristors, GTOs, and related devices such as MCTs do not have 
switching times that are easily controllable. 

The basic approach is to control the switching times so that the power device is not 
stressed beyond its specifications during switching transients. The control of switching 
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times prevents dvldt limits, di/dt limits, and overvoltage limits due to stray inductance 
from being exceeded. The controlled switching times will thus be significantly longer than 
the fastest speed at which the device is capable of being switched, which in tum means 
that each switching will dissipate a significant amount of energy in the device. In order to 
keep the power dissipation in the device due to these switching losses under control, the 
switching frequency must be kept relatively low, as was mentioned in the previous 
paragraph. 

Several different drive circuit topologies can be envisioned that will perfonn satis­
factorily as a so-called smart drive circuit. The basic requirements on any candidate drive 
circuit are that it have a bipolar output signal and that there be a separate current path for 
the tum-on and tum-off drive currents. The separate current paths needed for the inde­
pendent control of the tum-off and tum-on transients dictate that the drive circuit topology 
use some type of totem-pole output circuit (either BJT based or MOSFET based) or 
CMOS inverter. Drive circuits such as those shown in Figs. 28-4 and 28-10 to 28-11 fulfill 
these requirements while those shown in Figs. 28-1, 28-2, 28-6, and 28-12 would be 
unsatisfactory for smart drive circuit applications. Detailed examples of smart drive 
circuits are given in the recent literature [II]. 

28-7 CIRCUIT LAYOUT CONSIDERATIONS 

28-7-1 MINIMIZING STRAY INDUCTANCE IN DRIVE CIRCUITS 

There are several practical considerations in the design and fabrication of drive circuits 
that are crucial to the successful operation of the circuits. The schematic shown in Fig. 
28-27a serves as the focus of these considerations, and although it features a BJT the 
discussion based on this figure applies equally well to all power semiconductor devices. 
First, the length of the conductor that connects the base drive circuit to the emitter of the 
power BJT should be as small as possible to minimize the stray inductance illustrated in 
Fig. 28-27b. Otherwise the tum-off will be slowed down and possibly unwanted oscil­
lation may occur. Consider a positive base current iB that turns the BJT on, which in tum 
causes the collector current ic to increase rapidly. The stray inductance illustrated in Fig. 
28-27b will induce a voltage that will tend to reduce the base current. If this then causes 
a reduction in the collector current, there will be a subsequent negative dicldt and a 
voltage induced that will cause an increase in iB' This then represents the start of unwanted 
oscillations. 

In minimizing the stray inductance, all power devices including BJTs, MOSFETs, 
thyristors, GTOs, IGBTs, and so forth, should be treated as four tenninal devices having 
two control tenninals and two power terminals (as is illustrated for the BJT in Fig. 
28-27c). To facilitate the reduction of this stray inductance, in high-power transistor 
modules, manufacturers provide a separate emitter tenninal for the connection of the drive 
circuit as is shown in Fig. 28-27c. Such separate additional tenninals are also found on 
thyristors, GTOs, and IGBTs. 

28-7-2 SHIELDING AND PARTITIONING OF DRIVE CIRCUITS 

Stray inductance must also be minimized in the high current power loop to which 
the output terminals of the power device are connected. An example of such a loop 
is the step-down converter circuit loop of Fig. 21-10 consisting of the power transistor, the 
free-wheeling diode, and the dc link capacitor C. At tum-off of the BJT, large overvolt­
ages may develop across it due to large values of dicldt if the stray inductance is not 
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Figure 28-27 (a) Circuit layout and the interconnection considerations in 
connecting base drive circuits to power BITs in order to minimize stray 
inductance (b) and other potential problems. Some BITs have an extra 
emitter connection as shown in (c) to help minimize such potential problems. 

minimized. Even with careful layout, it may be necessary to further reduce the overvolt­
ages at tum-off by means of snubber circuits or control of the tum-off times. It should be 
kept in mind that one centimeter of unshielded lead has about 5 nH of series inductance. 
Thus the lengths of all unshielded leads should be kept to an absolute minimum. 

In many designs, the basic drive circuit may be on a printed circuit board at some 
distance away from the power transistor, which is mounted on a heat sink. A twisted pair 
of wires or even a shielded cable where the shield is connected to the emitter terminal 
should be used to minimize the stray inductance and the inductive pick up of noise in the 
base drive circuit. A small filter capacitor Cf and damping resistor RD can be added across 
the base and emitter terminals as shown in Fig. 28-27a to avoid oscillations and the 
problem of retriggering at the tum-off of the BIT. 

The output stage of base drive circuits such as shown in Fig. 28-4 should be put close 
together in a comer of the base drive printed circuit board close to the terminals connect­
ing it to the power transistor. This includes the components RB , TB+, TB-, CBB+, and 
CBB-. This will minimize the noise generated in the base drive circuit as well as mini­
mizing the leakage inductances in both the positive and negative base current loops so that 
the transistor can switch as rapidly as possible. 

If more than one base drive circuit is put on the same printed circuit board, they must 
be put on separately dedicated areas of the board with a minimum distance of at least I 
cm between the areas. This is especially important on double-sided or multiple-layer 
circuit boards. There must never be an intermixing of the printed wires of the different 
isolated base drive circuits on any area of the card. 

In the rack of printed circuits of a converter, the logic and control electronic circuits 
should be put on one side and the base drive circuit on the other side. A dummy aluminum 
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"card" used as a shield may be necessary on each side of the base drive circuit card in 
the rack for further noise reduction. 

28-7-3 REDUCTION OF STRAY INDUCTANCE IN BUS BARS 

Leakage or stray inductance in power supply leads (bus bars) can be a problem in circuits 
that experience large values of di/dt. Fortunately, means exist to reduce stray induc­
tance in bus bars, and they have the added benefit of reducing stray magnetic flux and 
hence EM!. 

Copper strips, with a thin insulator sandwiched between them as shown in Fig. 28-28, 
comprises a transmission line and provides an excellent means of reducing the stray 

Cu Insulation 

~ 
distance Cu 

Figure 28-28 Transmission-line-like structure composed of copper strips 
for a low-inductance electrical interconnection. 
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Figure 28-29 Use of low-inductance copper strips in the interconnection of an electrolytic 
capacitor, power transistor, and a free-wheeling diode. 
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inductance. The creepage distance can be increased as is shown in the figure. To use such 
strips may be clumbersome in practice, but such a design establishes the upper limit in 
reducing stray inductance. The actual design then can be adapted to meet the manufac­
turing and cost constraints. As an example, a step-down dc-dc converter layout is pre­
sented in Fig. 28-29 where a transistor in a TO-3 case and a stud-mounted free-wheeling 
diode are used. 

These copper strips can also be used to make contact with high-power semiconductor 
modules as shown in Fig. 28-30. For a three-phase inverter, a parallel combination of 
electrolytic capacitors can be connected in a similar manner. [13] 

28-7 -4 CURRENT MEASUREMENTS 

In many applications, electrical isolation is not needed between the current measurement 
circuit and the control electronics circuit. In such cases, the current can be measured by 
means of a shunt resistor and an op-amp (see Fig. 28-31). This circuit avoids comrnon­
mode voltage jumps in the measured output. Moreover, the slew rate of the op-amp 
provides excellent filtering of noise since the current to be measured often has a step 
wavefonn. The power loss in the resistor can be minimized by amplifying the voltage by 
the op-amp. Nonnally, the voltage across the resistor can be as low as 50-500 mV 
without unacceptable noise problems. 

Output 

~-Ptllsitil/e strip 

Insulator 

Negative strip 

+ 
spacer 

Power module/power terminals 

A-A 

Figure 28-30 Example of the use of low-inductance to interconnect transistor 
modules of a three-phase inverter and an electrolytic capacitor. Several electrolytic 
capacitors may be connected in parallel. 

+ 
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Figure 28-31 Current measurement with a resistive shunt and an op-amp. 

Figure 28-32 shows two alternatives for current measurement in conjunction with 
control and driver ICs. In Fig. 28-32a, the voltage across Rshunt must be fairly large, and 
this may cause noise problems. Furthermore the inductance in the source-to-ground wire 
can result in oscillations in the gate signal due to the dildt of the current through the 
MOSFET. In the circuit of Fig. 28-32b, these problems are reduced. 

Often in high-power applications, electrical isolation is required between the current 
to be measured and the control electronics. For ac currents, current transformers can be 
used. If there is a dc bias in the current, the current transformer will not work. Often the 
instantaneous current must be measured that includes the dc bias. In such cases, the 
current can be measured by a Hall-effect current sensor such as that shown in Fig. 28-33. 
In this current sensor, the secondary winding is applied a compensating current such that 
the field in the toroid is kept at zero. In this way, current from dc up to 100kHz bandwidth 
can be measured. 

28-7-5 CAPACITOR SELECTION 

Capacitors must be selected based on the required capacitance, operating voltage, rms 
current, and frequency. In power electronics, there are basically three types of capacitors 
used: electrolytic, metallized polypropylene, and ceramic. 

28-7-5-1 Aluminum Electrolytic Capacitors 

Electrolytic capacitors offer a large capacitance per unit volume and are polarized. The 
large capacitance is due to the fact that the aluminum foil connected to the positive 

Output Output 

IC IC 
GND Rshunt 

GND 

(a) 

(b) 

Figure 28-32 Use of a control IC in conjunction with (a) a current-measuring resistor and 
(b) an improved current-measuring method. 
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Figure 28-33 Hall-effect compensated current sensor with electrical isolation. (Courtesy of 
LEM, Geneva, Switzerland.) 

terminal is etched so that its surface is porous like a sponge. This results in an increase 
in its surface area by as much as a factor of 100 compared to its original unetched area. 
On this etched foil, an insulating layer of aluminum oxide is formed electrochemically. 
The negative terminal of the capacitor is connected to another aluminum foil that is in 
electrical contact with the liquid electrolyte that is an electrically conducting material. 

Because of the resistance of the electrolyte, these capacitors have a significant equiv­
alent series resistance (ESR). These capacitors should not be used at temperatures below 
the specified minimum temperature since the tendency of the electrolyte to crystallize 
results in a larger resistance. As discussed in previous chapters, ESR in the output filter 
capacitors must be low to minimize the ripple in the output voltage. 

The capacitor package or can is sealed at the top with an insulating layer that 
surrounds the electrical terminals. The rate of evaporation of the electrolyte through the 
seal increases significantly with temperature. Therefore the capacitor lifetime decreases 
significantly with temperature. It should be noted that the electrolytic capacitors have by 
far the shortest lifetime of any element, active or passive, used in power electronic 
converters. The temperature within the capacitor depends on the power loss. This loss 
increases with the rms current because of ohmic losses in the capacitor. For a given 
current, the ripple voltage across the dielectric decreases with increasing frequency. 
Therefore the dielectric power loss decreases with increasing frequency. For a given 
lifetime of the capacitor, its current-carrying capacity increases with increasing frequency 
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and decreasing ambient temperature. Information about these factors are specified in the 
data sheets. 

28-7-5-2 METALLIZED POLYPROPYLENE CAPACITORS AND 
CERAMIC CAPACITORS 

In snubbers and thyristor commutation circuits, capacitors must handle large currents, 
but the capacitance value required is small. Metallized polypropylene capacitors are a 
good choice for such applications due to a very small loss coefficient of the poly­
propylene dielectric material. The dielectric losses are proportional to the square of the 
voltage and frequency. Since the voltage across the dielectric is proportional to the 
current and inversely proportional to the frequency, the dielectric power loss is propor­
tional to the square of the current and inversely proportional to the frequency. Therefore, 
for a specified temperature, the current-handling capability increases slightly with fre­
quency. 

Ceramic capacitors have extremely low series inductance. They are used as filters, for 
example, on printed circuit boards to reduce ripple in the supply voltage. 

SUMMARY 

This chapter has discussed the general considerations that influence the design of drive 
circuits for power semiconductor devices. Several different topologies for drive circuits 
have been presented as well as ways of including power device protective measures into 
the design of the drive circuit. The important points follow. 

1. The choice of drive circuit topology is influenced by several factors, including 
whether the output signal must be unipolar or bipolar, whether or not electrical 
isolation is required, whether the drive circuit output is in series or shunt with the 
power device, and whether or not additional functionality beyond simple on-off 
control is to be incorporated in the drive circuit. 

2. DC-coupled drive circuits with unipolar outputs are the simplest drive circuits but are 
only suitable for driving grounded power devices at relatively low switching fre­
quencies. 

3. DC-coupled drives with bipolar outputs require split dc power supplies and are 
capable of driving power devices on and off rapidly. They are suitable for high 
switching frequencies but are restricted to driving grounded power switches. 

4. Electrical isolation of drive circuits can be achieved by means of transformers, 
optocouplers, or fiber optic cables. 

5. Optocoupler and fiber optic cable isolation require isolated dc bias supplies for the 
floating portion of the drive circuit. 

6. Transformer-isolated drive circuits include topologies that require isolated dc su~ 
plies and some that do not. 

7. Isolated dc supplies, both single ended or split outputs, use transformer coupling, and 
the ac input to the primary can be at power line frequencies, but high frequencies are 
preferred for minimizing the size of the isolation transformer. 

8. Most drive circuit topologies are COMected in shunt with the power device, but 
series-coMected (cascode) drive circuits are useful in some circumstances such as 
driving normally on devices. 
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9. Provisions for overcurrent protection, blanking times in bridge circuits, and snub­
berless operation of the power switch can be incorporated in the design of the drive 
circuit. 

10. Careful attention to the layout of the drive circuit components on the printed circuit 
board in order to minimize stray inductance is important to satisfactory operation of 
the drive circuit. 

PROBLEMS 

28-1 A MOSFET is to be used in a step-down converter circuit. The power supply voltage Vd for the 
circuit is 100 V, and the load current 10 = 100 A. Totem-pole drive circuit of Fig. 28-6b is used 
to drive the MOSFET. The BITs can be considered as ideal switches. Complete the design of the 
drive circuit by specifying the values or a range of values for V GG+' V GG-' and RG . The rate of rise 
and fall of VDS , dVDSldt must be limited to 500 V/tJ.s or smaller. The MOSFET parameters are 

Cgs = 1000 pF C gd = 400 pF IDM = 200 A V GS(rnax) = ±20 V 
BVDSS =200V VGs(th)=4V ID =60A at VGs=7V 

28-2 The step-down converter of Fig. 28-16 employs an FCf with a blocking gain, tJ., of 40. The load 
current 10 = 200 A and the dc input voltage Vd = 1000 V. 

(a) What should be the values of RGi and RG2 in order to ensure proper operation of the FCT? 
Assume RGi + RG2 = I Mil and include a 25% factor of safety in the blocking voltage 
capability of the circuit. 

(b) Describe the characteristics the MOSFET in this circuit should have, including breakdown 
voltage and maximum average current capability. 
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CHAPTER 29 

COMPONENT 
TEMPERATURE CONTROL 
AND HEAT SINKS 

This chapter discusses the need to control the internal temperature of power electronic 
components and the factors to be considered in selecting passive components including 
resistors, capacitors, and heat sinks. Since excessive internal temperatures are deterimen­
tal to all power electronic components, especially power semiconductor devices, the bulk 
of the chapter will review heat transfer mechanisms including conduction, radiation, and 
convection. A fundamental understanding of heat transfer is needed not only for the 
design and specification of heat sinks but it is also needed in the design of inductors and 
transfonners where thennal considerations are a major part of the design. 

29-1 CONTROL OF SEMICONDUCTOR DEVICE TEMPERATURES 

730 

The theoretical upper limit on the internal temperature of a semiconductor device is the 
so-called intrinsic temperature, Ti , which is the temperature at which the intrinsic carrier 
density in the most lightly doped region of the semiconductor device equals the majority 
carrier doping density in that region. For example, in a lightly doped drift region of a 
silicon diode where the donor density is 1014 cm -3, the intrinsic temperature is about 
280°C. If this temperature is exceeded, the rectifying characteristics of the junction are 
lost because the intrinsic carrier density greatly exceeds the doping density, and the 
depletion region that gives rise to the potential barrier is shorted out by the intrinsic 
carriers. 

However, the maximum internal temperatures specified on data sheets are much less 
than this limit. The power dissipation in power semiconductors nonnally increases with 
the internal temperature, and the losses become excessively high even at temperatures of 
200°C. Device manufacturers typically will guarantee the maximum values of device 
parameters such as on-state conduction voltages, switching times, and switching losses at 
a specified maximum temperature, which varies from one type of device to another and 
is often at 125°C. 

In a design process, one of the design inputs is the worst-case junction temperature. 
A system intended to have high reliability would be designed for a worst-case junction 
temperature in the semiconductor devices of 20-40°C below 125°C. Otherwise a value of 
125°C is commonly used in the worst-case design input. An exception to this is the 
maximum junction temperature of thyristors, which should be kept below 125°C. Thy-
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ristors may retrigger or fail if their junction temperatures rise above 125°C at the same 
time as the maximum allowable dv/dt is applied to the device. 

Some power semiconductor devices and signal level transistors and ICs can operate 
at temperatures even slightly above 200°C. However their reliability (expected operating 
lifetime) is low, and the performance characteristics may be poor compared to operation 
at 125°C, for instance. Moreover the manufacturer will not guarantee the parameters 
above the maximum temperature specified on the data sheet. If the designer or manufac­
turer of a power electronic converter decides to operate semiconductor devices above the 
data sheet maximum temperature, then the designer/manufacturer must screen (measure 
the high-temperature characteristics) a large number of devices for the application. Unless 
every component in all converters made to that particular design are screened, one cannot 
be sure that some components may not have such poor characteristics at the elevated 
temperatures that they will cause the converter to fail. Such comprehensive screening is 
time consuming and expensive. 

Some special applications will require operating in extremely high ambient temper­
atures. In such cases, comprehensive screening is the only option. All such equipment 
should be tested for a day to a week at the factory in so-called bum-in tests conducted at 
full operating power and maximum ambient temperatures. 

In designing power electronic equipment, especially for high ambient temperatures, 
the thermal layout must be considered at an early stage. The heat sink size and weight, its 
location in the equipment cabinet, and surrounding temperature should be considered at 
the beginning of the design process. It is important to be able to mount the heat sinks with 
their fins in a vertical position with ample room for natural convection of the air without 
a fan. The possibility of heating by the sun must be considered as part of a worst-case set 
of design inputs. 

A bad thermal design will make the equipment much less reliable than intended. A 
rule-of-thumb to keep in mind is that the failure rate for semiconductor devices doubles 
for each 10- 15°C temperature rise above 50°C. 

The choice of the correct (most economical or cheapest in production) heat sink is 
only a part of the thermal design process for a power electronic system. At an early stage 
of the design, the designer should be free to consider a large or small heat sink that may 
be cooled by natural convection, by a fan (ac motor fans controlled by a small power 
electronic inverter are much more reliable than a dc motor fan), or even by the use of 
liquid cooling. 

29-2 HEAT TRANSFER BY CONDUCTION 

29-2-1 THERMAL RESISTANCE 

When a section of material such as is shown in Fig. 29-1 has a temperature difference 
across it, there is a net flow of energy from the higher temperature end to the lower 
temperature end. The energy flow per unit time, that is, power, is given by 

AA ~T 
Pcond = -d- (29-1) 

where ~T = Tz - Tl in °C, A is cross-sectional area in mZ
, d is the length in m, and A 

is the thermal conductivity in W-m- I °C- I
. For 90% pure aluminum, which is typically 

used for heat sinks, the thermal conductivity is 220 W-m- I °C- I
. Values of A for other 

materials can be found in the literature. 
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Heat flow (Pcond) direction TI known at this 
exposed surface 

Figure 29-1 An isolated rectangular rod that conducts P watts of 
heat energy per unit time . 

• Example 29-1 Consider an aluminum rod such as shown in Fig. 29-1 with h = 
b = 1 cm and d = 20 cm. The rate of heat energy entering at the left end (where the 
temperature is T2) is 3 Wand the temperature at the right surface, TI = 40°C. Find T2 • 

Pcond d (3)(0.2) ° 
T2 = Ahb + TI = (220)(0.01)(0.01) + 40 = 67.3 C. • 

• Example 29-2 A transistor module is mounted on an aluminum plate having 
dimensions h = 3 cm, b = 4 cm, and d = 2 mm (refer to Fig. 29-1). A temperature drop 
of 3°C is allowed from one 3 x 4 cm2 surface to the other. Find the maximum power that 
can be generated in the module. Ignore any heat losses to the surrounding air. 

M(T2 - T1) (220) (0.03) (0.04) (3) 
P = d = (.002) = 396 W 

The thermal resistance Re,cond is defined as 

llT 
Re,cond = p 

cond 

• 

(29-2) 

Referring to Fig. 29-1, we note that llT = T 2 - T l' Using this in Eq. 29-2 gives 

d 
Re,cond = M (29-3) 

The thermal resistance has units of degrees centigrade per watt. 
Often the heat must flow through several different materials, each having different 

thermal conductivity and perhaps different areas and thickness. A multilayer example, 
which models the heat conduction path from a region in the silicon device to the ambient, 
is shown in Fig. 29-2. The total thermal resistance from the junction to the ambient Ua) 
is given by 

Reja = Reje + Rees + Resa (29-4) 

Each contribution to the total thermal resistance is computed using Eq. 29-4 with the 
proper values of A, A, and d. The resulting junction temperature, assuming a power 
dissipation of P d' is 

Tj = P d(R ejc + Rees + Resa) + Ta (29-5) 

in analogy with electric circuits. If there are parallel paths for heat flow, then the thermal 
resistances are combined in exactly the same manner as electrical resistors in parallel. 
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Ambient temperature Ta 
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Junction Case Sink Ambient 
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p 

(b) 

Figure 29-2 Steady-state heat flow and thennal 
resistance in a multiple layer structure including a (a) 
heat sink and (6) an equivalent circuit based on 
thermal resistances. 

Manufacturers of power devices put great emphasis on keeping the thermal resistance 
as economically low as possible. This means keeping the length d, of all heat flow paths 
as short as possible, consistent with the requirements of breakdown voltage, mechanical 
ruggedness, and other requirements. It also means that the cross-sectional area A should 
be as large as possible consistent with other design requirements such as minimizing 
parasitic capacitance. In some high-power devices, such as thyristors, a hockey-puck­
style package is used to maximize the heat conduction by using both surfaces of the silicon 
wafer for heat transfer rather than just one as is commonly used in low-power devices and 
standard power modules. 

The package should be made of material with a high thermal conductivity. In high­
power devices, the package may be mounted on a heat sink that is either air-cooled or 
even water-cooled. With these types of efforts, it is possible to achieve junction-to-case 
thennal resistances, ROle' of less than one degree centigrade per watt. 

29-2-2 TRANSIENT THERMAL IMPEDANCE 

In some situations, the user of power devices must be concerned with the transient thermal 
response of the device being used. For example, during transient overloads or at power-up 
or power-down of a system containing power devices, the instantaneous dissipation in the 
devices may greatly exceed the average power rating of the device. Whether or not these 
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power surges cause the junction temperature to exceed the maximum permissible value 
depends on the magnitude and duration of the surge and the thermal properties of the 
device. If the duration of the power surge is short, we have the intuitive expectation that 
the temperature excursion should not be excessive. 

In the transient case, the heat capacity, Cs' of the sample must be considered along 
with the thermal resistance. Heat capacity per unit volume of a material is defined as the 
rate of change of the heat energy density Q with respect to the material temperature T. 
Thus, 

dQldT = Cv (29-6) 

where C v is the heat capacity per unit volume and has dimensions of joules per unit 
volume per degree Kelvin. For a rectangular block of material of cross-sectional area A 
and thickness (in the direction of heat flow) d, the heat capacity of the block, Cs' is 
given by 

(29-7) 

The transient behavior of the junction temperature is governed by the time-dependent 
heat diffusion equation. A detailed solution of this equation is beyond the scope of this 
book. An approximate solution can be obtained by the use of the electric circuit analog 
shown in Fig. 29-3, which is suggested by the steady-state analog shown in Fig. 29-2. If 
the power input, P(t), is a step function, the rise in temperature, 1j(t), for short times is 
given by 

PIt) 

Po~------------------

Time 

(a) (b) 

R9 - - - - - - - - - - - - -:7f"---------------

(c) 

Figure 29-3 Equivalent circuit of (a) the transient thennal impedance (b) a step 
input power input, and (c) the transient response of the junction temperature 
illustrated as the transient thennal impedance. 

(29-8) 
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where Po is the magnitude of the step and it is assumed that t is less than the thennal time 
constant 

(29-9) 

For times large compared with Te, Tj approaches the steady-state value PoRe + Ta. The 
exact solution for Tj(t) and the asymptotic solution are compared in Fig. 29-3c. The 
vertical axis of the plot, Tj(t)IPo, is the transient thennal impedance, Ze(t). 

Even though the terminology, thennal time constant, is used in this discussion and an 
electrical analogy of a resistor-capacitor circuit is used to characterize transient thennal 
effects, the reader should realize that transient heat transfer behaviors are not character­
ized by simple exponential time functions. The solution to the time-dependent heat dif­
fusion equation involves error functions and complementary error functions. A power 
series expansion of an error function for times small compared to Te yields the t1l2 

dependence shown in Eq. 29-8 rather than a linear time dependence that a simple expo­
nential time dependence would give. 

In real devices where the heat must flow through several different layers (Fig. 29-4a), 
the equivalent circuit is more complicated as shown in Fig. 29-4b. If the thennal time 
constants of each layer are widely different in value, then the total transient thennal 
impedance will be the sum of the individual contributions of each layer as is shown in the 
plot of the total Ze(t) versus time shown in Fig. 29-4c. Curves such as these are often 
given on the specification sheets of power devices. 

Plots of Ze(t) can be used to estimate Tit) if the power input P(t) is known as a 
function of time since 

(29-10) 

For example, if the power being dissipated is a rectangular pulse starting at t = 0 and 
ending at t = t2, then Tj(t) is fonnally given by 

Tj(t) = po[Ze(t) - Ze(t - t2)] + Ta (29-11) 

Curves of Ze(t) such as those shown in Fig. 29-4c are used to graphically evaluate the 
thennal impedance and Tj (t) in Eq. 29-11. If P( t) is not a rectangular pulse, the approach 
just outlined can still be used if an equivalent rectangular pulse can be fitted to the actual 
P(t). Consider the half-sine power pulse shown in Fig. 29-5. The rectangular power pulse 
in the figure has the same peak power and the same energy content as can be verified by 
direct calculation. The approximate junction temperature response to this rectangular 
power pulse is 

(29-12) 

It is apparent from this discussion that the way to increase the transient power 
capability of a device is to increase its thennal time constant ReCs. Unfortunately, this 
approach is not viable because the time constant is, using Eqs. 29-3 and 29-7, given by 

(29-13) 

Unfortunately, materials nonnally used for packaging a device all have about the same 
value of heat capacity Cv • Moreover the thermal conductivity should be large, not small 
so that the thennal resistance is low. Finally, the length d of the heat flow path should be 
small in order to minimize Re. The trade-off between small values of Re and larger values 
of thennal time constant will always be made in favor of small values of Re. This is 
because the device is likely to be operated in a steady-state mode much more often than 
in a transient overload mode. 
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Figure 29-4 (a) Multiple­
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Figure 29-5 Example of 
modeling a power pulse transient 
by an equivalent (same total 
energy) rectangular pulse. 8 8 2 
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In spite of our inability to significantly modify the transient overload rating to any 
substantial degree, most power devices have overload capabilities that greatly exceed their 
average power ratings, with an order of magnitude or greater being common. In fact it is 
not so much the instantaneous power rating that is important as it is the total amount of 
energy dissipated into the device during the transient. The overload ratings contain not 
only a specification on the instantaneous power rating but also its duration. Indeed there 
are often several different overload ratings given for different time durations. The user is 
well advised to carefully read the appropriate specifications and understand them thor­
oughly before using a power device. 

29-3 HEAT SINKS 

Keeping the junction temperature of a power device within reasonable bounds is the joint 
responsibility of the device manufacturer and the device user. The manufacturer mini­
mizes the thermal resistance ROje between the interior of the device where the power is 
dissipated and the outside of the case enclosing the device. The device user must provide 
a heat conduction path between the case of the device and the ambient so that thermal 
resistance Roea between the case and the ambient (where the heat generated by device 
operation will ultimately be dissipated) is minimized in a cost-effective manner. 

The user's responsibility is made easier by the wide availability of extruded alumi­
num heat sinks of various shapes that are used for cooling of the power semiconductor 
devices. If the heat sinks are cooled by natural convection, the distance between each fin, 
such as is shown in Fig. 29-2a, should be at least 10-15 mm. A coating of black oxide 
results in a reduction of the thermal resistance by 25%, but the cost may be higher by 
almost the same factor [1]. Thermal time constants of natural convection-cooled heat 
sinks are in the range of 4-15 min. If a fan is added, the thermal resistance, Ro, goes 
down, and the heat sink can be made smaller and lighter, which also reduces the heat 
capacity Cs • The thermal time constants for force-cooled heat sinks are much smaller than 
for natural convection-cooled heat sinks. Typical values of TO for forced-cooled heat sinks 
may be less than 1 min. Heat sinks that utilize forced cooling should have spacings 
between the cooling fins of not more than a few millimeters. In higher power ratings, 
water or oil cooling is used to further improve the thermal conduction. 

The choice of the proper heat sink depends on the allowable junction temperature the 
device can tolerate. For a worst-case design, the maximum junction temperature Tj,max' 

the maximum ambient temperature Ta,max' the maximum operating voltage, and maxi­
mum on-state current are specified. The maximum on-state losses in the power device can 
be calculated if the maximum duty ratio, maximum on-state current, and maximum 
on-state resistance (obtainable from the data sheets corresponding to 1J,max and the max­
imum current) are known. The switching losses can be obtained by integrating the in­
stantaneous power loss with respect to time and averaging it over the switching time 
period. Therefore, PLoss' which is the sum of the on-state losses and the average switching 
losses can be estimated. 

From this information the maximum allowable junction-to-ambient thermal resistance 
ROja (Eq. 29-4) can be estimated as 

(29-14) 

The junction-to-case thermal resistance ROje can be obtained from the semiconductor 
device data sheets, and the case-to-sink thermal resistance ROes depends on the thermal 
compound and the insulator (if any) used. Thermal resistance of insulators are found in 
handbooks such as in reference 3 and in data sheets from suppliers of such devices. As an 
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example, a 75-f..t.m thick mica insulator used for a TO-3 transistor package has a Ro value 
of about 1.3 °C/W when used dry and a value of 0.4 °C/W when used with a thermal 
grease or heat sink compound. It is important to understand that the thermal grease is only 
to be used to remove the air from the between the microscopic high points of the mating 
surfaces (mica-heat sink and mica-transistor) and thus effectively utilize the entire surface 
area for heat conduction. If too much thermal compound is used, the layer will be 
excessively thick and will increase the thermal resistance [4, p.701]. Knowing Roes and 
ROje , the thermal resistance of the heat sink-to-ambient thermal resistance Rasa can be 
calculated from Eqs. 29-4 and 29-14. A proper heat sink can then be selected based on the 
information provided by the heat sink manufacturer's data sheets such as shown in 
Fig. 29-6. 

When using any of these heat sinks, it is imperative that the manufacturer's instruc­
tions be followed closely. Improper mounting of the power device on the heat sink could 
result in Roca being much larger than anticipated and thus intolerably high values of 
junction temperature of the device during normal operation. For example, a small amount 
of thermal grease should be used to increase the contact area between the device and the 
heat sink. Application of the proper torque to the mounting bolts and nuts will also help 
ensure good contact between the device and the heat sink . 

• Example 29-3 For a junction temperature of 125°C, a TO-3 transistor has a 
power dissipation of 26 W. The transistor manufacturer specifies a value of 0.9°C/W for 
ROje ' A 75-f..t.m thick mica insulator is used with thermal grease, and the thermal resistance 

Heat sink no. 1 2 3 4 5 6 7 8 9 10 11 12 

Rosa (Oe/W) 3.2 2.3 2.2 0 2.1 1.7 1.3 1.3 1.25 1.2 0.8 0.65 

Vol. (cm3) 76 99 181 0 198 298 435 675 608 634 695 1311 

Figure 29-6 A selection of available heat sinks. 
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of the combination is 0.4 °CIW. The worst -case ambient temperature in the cabinet where 
the heat sink is to be used is 55°C. Hence the sink-to-ambient thermal resistance should 
be 

125 - 55 
Rasa = -2-6- - (0.9 + 0.4) = 1.39 °CIW. 

Heat sink number 7 in Fig. 29-6 has a thermal resistance of 1.3 °CIW, which is acceptable 
for this application. In fact using this heat sink will lower the junction temperature to 
122.6°C, which is slightly cooler than assumed. The power dissipation in the transistor 
will then be somewhat smaller as a result and thus will lower the real junction temperature 
somewhat as well, perhaps to less than 120°C. If the converter that uses this heat sink is 
to be mass produced, it might make economic sense to look for a heat sink with Rasa = 
1.39 °C/W since it will be lighter and smaller than number 7 in Fig. 29-6. • 

29-4 HEAT TRANSFER BY RADIATION AND CONVECTION 

Heat sink-ambient thermal resistances, Rasa' are provided by manufacturers of heat sinks 
as indicated by Fig. 29-6. These data are only valid for a specific set of heat sink and 
ambient temperature conditions. To understand how the heat sink will perform under 
different conditions, a fundamental understanding of the mechanisms of heat transfer from 
a body to its surroundings via convection and radiation is essential. In this section a brief 
introduction to convective and radiative heat transfer will be given. The equations devel­
oped will provide a basis for calculating the parallel effects of convective and radiative 
heat transfer on the heat sink-ambient thermal resistance. 

29-4-1 THERMAL RESISTANCE DUE TO RADIATIVE HEAT TRANSFER 

Heat transfer via radiation is given by the Stefan-Boltzmann law: 

Prad = 5.7 X 10-8 EA(T: - T!) (29-15) 

where P rad is the radiated power in watts, E is the emissivity of the surface, Ts is the 
surface temperature in K, Ta is the ambient temperature or the temperature of surrounding 
objects in K, and A is the outer surface area (including the fins) of the heat sink in square 
meters. E is given in the literature [2] for various surfaces. For dark objects such as black 
oxidized aluminum heat sinks, E = 0.9. For polished aluminum, E may be as small 
as 0.05. 

For black oxidized aluminum heat sinks, Eq. 29-15 can be rewritten as 

Prad = 5.IA[ (.~r - (.~r] 
Combining Eqs. 29-2 and 29-16 yields 

If Ts = 120°C = 393 K and Ta = 20°C = 293 K, then Ra,rad is given by 

0.12 
Rarad =--. A 

(29-16) 

(29-17) 

(29-18) 
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• Example 29-4 Find Ro,rad for a cube of black oxidized aluminum 10 cm on a 
side, Assume Ts = 120°C and Ta = 20°e. Using Eq. (29-18) yields 

0.12 ° 
RO,rad = (6)(.1)2 = 2 C/W 

29-4-2 THERMAL RESISTANCE DUE TO CONVECTIVE HEAT 
TRANSFER 

• 

If a vertical surface has a vertical height dyert less than about I m, it loses heat energy via 
convection to the surrounding air (at sea level) at a rate given by [2] 

(anI.25 
Peony = 1.34A (d

yert
)o.25 (29-19) 

In Eq. 29-19 Peony is the heat power lost via convection in watts, aT is the temperature 
difference between the surface of the body and the surrounding air in degrees centigrade 
or kelvin, A is the area of the vertical surface (or the total surface area of the body) in 
square meters, and dyert is the vertical height of the body in meters. Combining Eqs. 29-2 
and 29-19 gives 

I (dYer!) 114 
RO,eony = 1.34A aT (29-20) 

For dyert = 10 cm and aT = 100°C 

0.13 
RO,eony = A (29-21) 

• Example 29-5 A thin plate has a surface temperature of 120°C when the sur­
rounding air temperature is 20°e. The plate is 10 cm high (vertical dimension) and 30 cm 
wide. Find RO,eony. 

I (0.1)114 
RO,eony = 0.34)(2)(0.1)(0.3) 100 = 2.2 °C/W • 

If it is assumed that the cube in Example 29-4 has the same convection thermal 
resistance RO,eony as the plate in Example 29-5 (the surface area of the plate and the cube 
are the same), then the effects of radiation and convection can be combined to yield 
ROsa as 

Rosa = RO.rad RO,eony = I 0C/W 
RO,rad + RO,eony 

(29-22) 

The result given in Eq. 29-22 may be somewhat optimistically low. The heat removed 
from a horizontal surface facing upward is 15-25% more than for a vertical surface. 
When facing downward. there is a reduction of approximately 33% relative to a vertical 
surface and could be even more if the area is larger. This means that one of the six sides 
of the cube in Example 29-4 should have 10-20% more convected thermal resistance than 
calculated in Example 29-5, which would give an increase in RO,eony of about 4%. If this 
correction is used in Eq. 29-22. the value of Rosa would increase by about 2%. 

From the results discussed in the preceding paragraphs. it is seen that the thermal 
resistance depends on Ts ' Ta. and aT. Usually a heat sink is never mounted with sufficient 
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air flow around it, so for approximate calculations, Eqs. 29-19 and 29-20 can be used with 
the value of the total surface area A being used rather than accounting for the differences 
between upward and downward facing horizontal areas. 

29-4-3 EXAMPLE HEAT SINK-AMBIENT CALCULATION 

As an example of the use of the principles just discussed, the heat sink-ambient thermal 
resistance Resa will be estimated for the heat sink shown in Fig. 29-7. Temperatures of 
Ts = 120°C and Ta = 20°C will be used. To estimate the Re.rad component of the thermal 
resistance, Eq. 29-18 is used with an effective area 

Arad = (2)(0.115)(0.075) + (2)(0.063)(0.075) = 0.0267 m2 

which, using Eq. 29-18 gives 

0.12 ° 
Re.rad = 0.0267 = 4.5 C/W 

The spacing between the cooling fins is approximately 9 mm. This significantly 
reduces the effect of natural convective cooling of the heat sink. Equation 29-20 should 
be modified by including a reduction factor such that 

1 (dvert) 114 
Re.conv = 1.34AFred AT (29-23) 

The factor Fred is graphed in Fig. 29-8 [1]. From Fig. 29-7, an approximate value of the 
area exposed to convective cooling is 

A = 242 + 16A! = «2)(0.075)(0.092) + (16)(0.075)(0.063) = 0.089 m2 

Using Fig. 29-8, a value of Fred = 0.78 is found when the fin spacing is 9 mm. Using 
these results in Eq. 29-23 gives 

1 (0.075) 114 
Re.conv = (1.34)(0.089)(0.78) 100 = 1.8°C/W 

(a) (b) 

Figure 29-7 Dimensional details of heat sink number 7 in Fig. 29-6: (a) areas used for 
calculating the convective heat losses and (b) areas used in estimating radiative heat losses. 
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Figure 29-8 Reduction factor for the convection area to a 
naturally cooled heat sink with cooling fin separations less 
than 25 mm. 

Combining the radiative and convective components of thermal resistance per Eq. 
29-22 gives 

(4.5)(1.8) 0 

Rasa = (4.5 + 1.8) = 1.3 C/W 

which is the measured value shown in Fig. 29-6 for heat sink number 7. 

SUMMARY 

This chapter has explored the various mechanisms of heat transfer that are utilized to keep 
the temperatures of various power electronic components, especially power semiconduc­
tor devices, within manufacturers limits. The important conclusions follow. 

1. The maximum junction temperatures of semiconductor devices given on data sheets 
should not be exceeded during device operation. Temperature excursions beyond these 
limits significantly reduce the reliability of the device. 

2. Heat energy flows from the interior of a power electronic component mounted on 
external heat sink by means of conduction. In the steady state, the process is modeled 
by a series connection of thermal resistances. 

3. Power dissipation of short duration (short compared to the thermal time constant) 
causes the internal temperature to rise by smaller amounts than is predicted by the 
thermal resistance alone. This is due to the finite thermal capacitance (or specific heat) 
of the component. As the term implies, it is modeled as the analog to an electrical 
capacitor. 
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4. The combined effects of thennal resistance and capacitance are modeled as the tran­
sient thennal impedance. 

S. A large variety of heat sinks are commercially available for controlling the internal 
temperature of power electronic components. 

6. The transfer of heat from the heat sink to the ambient is controlled by two heat transfer 
mechanisms, convection and radiation. 

7. Heat transfer via radiation is proportional to the difference between the fourth power 
of the surface temperature of the component and the fourth power of the ambient 
temperature. 

8. Heat transfer via convection is proportional to the fourth root of the ratio of the vertical 
height of the heat sink to the temperature difference between the surface temperature 
and the ambient temperature. 

PROBLEMS 

21}., I Calculate the thennal resistance of cubes with the same volume as the heat sinks given in Fig. 29-6. 
Compare the calculated Re•cube with the Re given in the figure. Explain why heat sink number 9 is 
only a little better than a cube, while heat sink number I is much better. 

29-2 Find the value of Re.conv, assuming /IT = 100°C and A = 10 cm2
, for cJ..ert = I, 5, and 20 cm. Plot 

a graph of the results. 

29-3 Find the value of Re.conv, assuming dvert = 5 cm and A = 10 cm2
, for /IT = 60, 80, and 120°C. 

Plot a graph of the results. 

29-4 Find the value of Re.rad , assuming Ts = 120°C and A = 10 cm2
, for Ta = 10,20, and 40°C. Plot 

a graph of the results. 

29-5 Find the value of Re.rad , assuming Ta = 40°C and A = 10 cm2
, for Ts = 80, 100, and 140°C. Plot 

a graph of the results. 

29-6 A MOSFET used in a step-down converter has an on-state loss of 50 W and a switching loss given 
by 10-3 fs (in watts) where fs is the switching frequency in hertz. The junction-to-case thermal 
resistance Re.jc is 1°C/Wand the maximum junction temperature Tj •rnax is 150°C. Assuming the case 
temperature is 50°C, estimate the maximum allowable switching frequency. 

29-7 The MOSFET of Problem 29-6 is mounted on a heat sink and the ambient temperature Ta = 35°C. 
If the switching frequency is 25 kHz, what is the maximum allowable value of the case-to-ambient 
thennal resistance Re•ca of the heat sink. Assume all other parameters given in Problem 29-6 remain 
the same except the case temperature which can change. 
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CHAPTER 30 

DESIGN OF MAGNETIC 
COMPONENTS 

Magnetic components, inductors and transformers, are an indispensible part of most 
power electronic converters. However, they are not commercially available in a wide 
range of properties but are usually designed and constructed for the particular application. 
In this situation the power electronic equipment designer/user must be knowledgeable 
about the design and fabrication of these components in order to specify and use them 
properly in a given application. In this chapter the basic aspects of the design of inductors 
and transformers are presented with emphasis on high-frequency (tens of kHz to MHz) 
power electronic applications. The design procedures show that the size and rating of an 
inductor or transformer are dominated by the electrical loss in the component. 

30-1 MAGNETIC MATERIALS AND CORES 

744 

The review of magnetic circuits and devices in Chapter 3 assumed that ideal materials 
were used to make the inductors and transformers. In particular it was assumed that 
loss-free magnetic materials were used for the cores. These assumptions are not satisfied 
in real materials, and the loss that occurs in them has a significant effect on the design and 
fabrication of inductors and transformers. Any inductor or transformer design procedure 
must take these losses into account, and the designer must have a good understanding of 
the material properties. This section discusses these material properties. 

30-1-1 MAGNETIC CORE MATERIALS 

Two broad classes of materials are used for magnetic cores for inductors and transformers. 
One class of materials are comprised of alloys principally of iron and small amounts of 
other elements including chrome and silicon. These alloys have large electrical conduc­
tivity compared with ferrltes and large values of saturation flux density, near 1.8 tesla (T). 
Two types of loss are found in iron alloy materials, hysteresis loss and eddy current loss. 
Iron alloy core materials (often termed magnetic steels) are usually used only in low­
frequency (2 kHz or less for transformers) applications because of eddy current loss. Iron 
alloy magnetic materials must be laminated to reduce eddy current loss even at modest 
frequencies such as 60 Hz. Cores are also made from powdered iron and powdered iron 
alloys. Powdered iron cores consist of small (less than a skin depth in their largest 
dimension even at moderately high frequencies) iron particles electrically isolated from 
each other and thus have significantly greater resistivity than laminated cores. Thus 
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powered iron cores have lower eddy current loss than laminated cores and can be used to 
higher frequencies. 

Various amorphous alloys of iron and other transition metals such as cobalt and nickel 
in combination with boron, silicon, and other glass-forming elements also offer interest­
ing properties for inductor and transformer applications. These alloys, often as a group 
labeled by the trade name METGLAS, are roughly 70-80 atomic percent iron and other 
transition metal elements and approximately 20 atomic percent boron and other glass­
forming elements. Alloy compositions containing cobalt such as METGLAS alloy 2705M 
appear particularly suitable for high-frequency applications. This alloy has a saturation 
induction of 0.75 T at room temperature and 0.65 T at 150°C, which is more than a factor 
of two larger than the saturation induction of ferrites at this elevated temperature. The 
electrical resistivity of METGLAS alloys is typically somewhat larger than the most 
magnetic steels. The METGLAS alloys are formed by rapid quenching techniques so that 
they have no crystalline order in their structure. The rapid quenching fabrication tech­
niques also mean that the alloys are fabricated as long ribbons of material which are quite 
thin, typically 10-50 microns in thickness. This small thickness, together with larger 
resistivities than most magnetic steels, make amorphous alloys obvious candidate core 
materials for high frequency applications. 

The second broad class of materials used for cores are ferrites. Ferrite materials are 
basically oxide mixtures of iron and other magnetic elements. They have quite large 
electrical resistivity but rather low saturation flux densities, typically about 0.3 T. Ferrites 
have only hysteresis loss. No significant eddy current loss occurs because of the high 
electrical resistivity. Ferrites are the material of choice for cores that operate at high 
frequencies (greater than 10 kHz) because of the low eddy current loss. 

30-1-2 HYSTERESIS LOSS 

All magnetic cores exhibit some degree of hysteresis in their B-H characteristic. A 
typical B-H characteristic (B-H loop) is shown in Fig. 3-20a. The details of the physical 
mechanisms that cause hysteresis are beyond the scope of this discussion but can be found 
in the literature. The area inside the B-H loop represents work done on the material by 
the applied field. The work (energy) is dissipated in the material, and the heat caused by 
the dissipation raises the temperature of the material. 

The hysteresis loss increases in all core materials increases with increases in ac flux 
density, Bac ' and operating or switching frequency,J. The general form of the loss per unit 
volume (sometimes termed the specific loss), P m,sp' is 

P m,sp = k.r(Bac)d (30-1) 

where k, a, and d are constants that vary from one material to another. This equation 
applies over a limited range of frequency and flux density with the range of validity being 
dependent on the specific material. The flux density Bac in Eq. 30-1 is the peak value of 
the ac waveform as shown in Fig. 30-1a if the flux density waveform has no time average. 
When the flux density waveform has a time-average Bavg as shown in Fig. 30-1b, then the 
appropriate value to use in Eq. 30-1 is Bac = B - Bavg. Core manufacturers provide 
detailed information about core loss usually in the form of graphs of specific loss P m,sp as 
a function of flux density Bac with frequency as a parameter. An example of such a graph 
is shown in Fig. 30-2a for the ferrite material 3F3, and Eq. 30-1 for this material is 

P = 1 5 X 10-6 /1.3 (B )2.s m,sp' ac (30-2a) 

with P m,sp in mW/cm3 when/is in kHz and Bac is in mT. In selected METGLAS alloys, 
the core losses may be comparable to ferrites, in spite of the fact that the amorphous alloys 
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Figure 30-1 Magnetic flux density wavefonns having (a) no 
time average and (b) with a time average. 
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have much lower resistivity than ferrites and thus will have eddy current losses. For the 
METGLAS alloy 2705M, the core losses are given by 

P = 3 2 x 10-6'f1.8(B )2 m,sp' ae (30-2b) 

The units in Eq. 30-2b are the same as in 30-2a. At a frequency of 100 kHz and a flux 
density Bae of 100 mT, the 3F3 ferrite characterized by Eq. 28-2a would have P m,sp = 60 
mW/cm3 while for the 2705M alloy, Pm,sp = 127 mW/cm3 

In a later section it will be shown that the volt-amp (V-A) rating of a transformer is 
proportional to the productfBac . For a constant specific core loss, it is convenient to define 
an empirical performance factor PF = fBac for various ferrite materials that might be used 
for a transformer core. Using information from data sheets provided by the manufacturers 
of the different materials, plots of the performance factor as a function of frequency for 
several different ferrite materials are shown in Figure 30-3. As can be seen from the plots, 
a given material has the best performance factor only within a specific frequency range. 
In particular for the materials surveyed, 3C85 is the best below 40 kHz, 3F3 is the best 
from 40 to 420 kHz, and 3F4 is the best above 420 kHz. In addition it can be easily seen 
how much reduction in the performance factor will occur at a specific frequency if some 
material other than the optimum is chosen, for example, choosing 3B8 instead of 3F3 at 
a frequency of 100kHz. 

The reduction of the performance factors of all materials at high frequencies implies 
that the simple relationship between specific core loss and frequency and flux density 
given by Eq. 30-1 is not valid at high frequencies. The physical details for this behavior 
are beyond the scope of this discussion. The interested reader is referred to the literature. 

Ultimately P m,sp is limited by the maximum temperature that can be allowed in 
the material. A commonly used maximum temperature for many applications is 100°C. 
At this temperature the maximum P m,sp in a typical design is in the low hundreds of 
mW/cm3

. The exact value of P m,sp will depend on how efficiently the heat dissi­
pated is removed, that is, on the thermal resistance between the core and the ambient. In 
cores made of laminated magnetic steels, the maximum P m,sp is even smaller because 
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some allowance must be made for heat produced by eddy current loss, a subject to be 
discussed in a later section. 

30-1-3 SKIN EFFECT LIMITATIONS 

When a magnetic core is made from conducting materials such as magnetic steels, time­
varying magnetic fields applied to the core will generate circulating currents as is dia­
gramed in Fig. 30-4a. Using the right-hand rule, it can be seen that these currents, 
generically termed eddy currents, flow in directions such that secondary magnetic fields 
are produced that oppose the applied (primary) magnetic field. These opposing fields tend 
to screen the interior of the core from the applied field, and the total magnetic field in the 
core decays exponentially with distance into the core as is shown in Fig. 30-4b. 

The characteristic decay length in the exponential is termed the skin depth and is 
given by 

8 = ~ 2 
ooI·l.<r 

(30-3) 

where f = 00/2," is the frequency (in hertz) of the applied magnetic field, J.L is the magnetic 
permeability of the core material, and (J' is the conductivity of the magnetic material. If 
the cross-sectional dimensions of the core are large compared to the skin depth, then the 
interior of the core carries little or none of the applied magnetic flux as is diagrammed in 
Fig. 30-4b and the core is ineffective in its intended role of providing a low reluctance 
return path for the applied magnetic field. Typical values of the skin depth are quite small 
even at low frequencies (typically 1 mm at 60 Hz) because of the large permeability of the 
materials and the skin depth becomes more of a problem as the applied frequency in­
creases. 

Thus magnetic cores for inductors and transformers that utilize conducting magnetic 
materials are made from stacks of many thin laminations as is shown in Fig. 30-5. Each 
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Figure 30-4 (a) Eddy currents generated in a thin transfonner lamination by an applied 
time-varying magnetic field and (b) decay of the magnetic field versus depth y into the 
interior of a thick bar of magnetic material. 
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Figure 30-5 Magnetic core for a transformer or inductor made from a 
stack of magnetic steel laminations separated by insulators. 

lamination is electrically isolated from the other by means of a thin insulating coating on 
each lamination. The core stacking factor is defined as the ratio of the cross sectional area 
of the magnetic material to the total cross-sectional area of the core. The stacking factor 
will be less than I (typical values are 0.9 to 0.95) because part of the total area of the core 
is occupied by the insulating layers. 

Most magnetic steels have a small percentage of silicon added to the iron to increase 
the resistivity of the material and thus increase the skin depth. Addition of more than a few 
percent of silicon, however, reduces the magnetic properties such as saturation flux 
density more than it increases the resistivity. Hence a reasonable compromise for trans­
formers for 50/60 Hz applis;ations is an iron alloy of 97% iron- 3% silicon and a lami­
nation thickness approximately of 0.3 mm. 

30-1-4 EDDY CURRENT LOSS IN LAMINATED CORES 

The eddy currents generated in the conductive core dissipate power, generically termed 
eddy current loss, in the core and raise its temperature. Consider the magnetic conductor 
shown in Fig. 30-4a which is immersed in a uniform time-varying magnetic field having 
a flux density B(t) = B sin(wt). It is assumed that the thickness d is less than the skin depth 
8 so that the induced eddy currents do not reduce the magnetic field in the interior of the 
material. The conductor, which could represent a lamination used in a transformer core, 
has a conductivity <T. If a thin loop of thickness dx located at x and -xis drawn in the xy 
plane of the conductor as shown in Fig. 30-4a, it intercepts a total flux given by 

4>(t) = 2xwB(t) (30-4) 

Using Faraday's law, (Eq. 3-66), this flux generates a voltage, v(t), in the thin loop which 
is given by 

iJB(t) 
v(t) = 2xw --at = 2wxwB cos(wt) (30-5) 
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The resistance r of this thin loop, using a cross-sectional area of width L and thickness dx 
and a length of 2w (the contribution of 2d to the overall length is neglected), is given by 

2wpcore 
r = Ldx 

The instantaneous power 8p(t) dissipated in the thin loop is given by 

v2(t) 
8p(t) =-

r 

(30-6) 

(30-7) 

Integrating over the volume of the lamination to obtain the total time-average eddy current 
power P ec dissipated in the lamination gives 

(J ) (!dl2[2WXWB cos(wt))2L dx) wLd3w2B2 
P ec = 8p(t) dV = = (30-8a) 

2wpcore 24Pcore o 
The brackets « » in Eq. 30-8a indicate time average. The specific eddy current loss, 
P ec,sp (loss per unit volume) are given by 

d 2w2B2 
P =---

ec,sp 24pcore (30-8b) 

Note that P ec,sp varies with the square of the lamination thickness d. This P ec,sp estimate 
represents an optimistic minimum in the eddy current loss. If the magnetic flux were 
inclined at some angle to the plane of the lamination (the yz plane), the loss would be 
considerably larger [1]. 

The problems of skin effect and eddy current loss that the finite conductivity of 
magnetic steels causes is largely avoided in ferrite materials. The very large resistivity 
found in ferrites minimizes these problems. 

30-1-5 CORE SHAPES AND OPTIMUM DIMENSIONS 

Cores are available in a wide variety of shapes and sizes to suit the given application. This 
is particularly true of ferrite cores, which are av~lable as toroids, pot cores with an 
airgap, and in U, E, and I shapes. Laminated materials are available as tape wound toroids 
and C-cores. A double E-core is shown in Fig. 30-6a as an example. 

(a) (b) (c) 

Figure 30-6 Dimensioned diagram of (a) a double-E core (b) bobbin, and (c) assembled 
core with winding. 



30-1 MAGNETIC MATERIALS AND CORES 751 

A bobbin or a coil fonner is provided with most cores, and the effective cross­
sectional area Aw = hwbw available for the copper windings on the bobbin is given, as 
shown in Fig. 30-6b. These bobbins are also available in a wide variety of sizes and 
shapes. 

Once a core such as shown in Fig. 30-6a is selected, the combination of dimensions 
d, ha' and ba should be optimized. The bobbin dimensions hw and bw shown in Fig. 30-6b 
are made to be as close as possible to the core dimensions ha and ba. The optimal 
combination of the core dimensions will often be found by the use of a computer opti­
mization program. The criteria for the optimization can be the lowest total volume or 
weight for a given rating or the lowest cost. The lowest cost will depend on the relative 
cost of the copper wire winding compared to that of the core material. An optimum design 
may vary as this relation changes over time. 

A producer of power electronic equipment will nonnally buy cores and bobbins from 
a manufacturer of these components. In doing this, the buyer assumes that the core 
manufacturer has done the optimization correctly. For large-scale mass production, it may 
be more economical to buy custom-made magnetic components because they can be 
optimized using the criteria of the producer of the equipment and furthennore a core size 
between two standard sizes can be used. 

For the double-E core of Fig. 30-6a, experience has shown that an optimal set of 
dimensions could be ba = a, d = 1.5a, ha = 2.5a, bw = 0.7a, and hw = 2a. This 
combination will be used in examples later in this chapter. Using this optimal set of 
relative dimensions the core of Fig. 30-6a will have the sizes shown in Table 30-1. In 
addition to showing the relative size (scaled by the parameter a), absolute values are also 
presented corresponding to a = 1 cm. A database containing this type of infonnation for 
all the cores that a particular organization commonly uses is an invaluable tool for 
simplifying the inductor/transformer design process. Such data can be obtained from 
vendor data sheets or can be compiled by the user of the core. 

Table 30-t Geometric Characteristics of a Near Optimum Core for 
Inductorrrransfonner Design 

C haraeteristie 

Core area Aco", 

Winding area Aw 
Area product AP = A wA c 

Core volume Vcore 
Winding volume V wa 

Total surface area of assembled 
inductor/transformerb 

Relative Size 

1.5a2 

1.4a2 

2.la4 

13.5a3 

12.3a3 

59.6a2 

Absolute Size for 
a = 1 em 

1.5 cm2 

1.4 cm2 

2.1 cm4 

13.5 cm3 

12.3 cm3 

59.6 cm2 

Notes: DTotal volume is estimated as the volume in the winding windows 
2Aw(d + 0.4a) plus the two rectangular volumes A",(a + 0.4a), one on either 
side of the core, and four-quarter circle cylinders (radius b", and height h",). 
The 0.4a factors are included to allow for the finite thickness of the bobbin. 

h]ne total surface area is assumed to be composed of the outer area of the 
core (50.5a2) plus the area of the top and bottom flanges (5.9a2) of the 
windings plus the area of the rounded quarter-cylinder corners of radius 0.7a 
and height 20 (total area of four quarter-cylinders is 8.802) minus the core 
area covered by the four quarter-cylinder corners [total area = 4(2a)(0.7a) = 

5.W). 
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30-2 COPPER WINDINGS 

The conductor windings in an inductor or transfonner are made from copper because of 
its high conductivity. The high ductility of the copper makes it easy to bend the conduc­
tors into tight windings around a magnetic core and thus minimize the amount of copper 
and volume needed for the windings. High conductivity contributes to minimizing the 
amount of copper needed for the windings and thus to the volume and weight of the 
windings. At the current densities used in inductors and transfonners, electrical loss is a 
significant source of heat even though the conductivity of copper is large. The heat 
generated raises the temperature of both the windings and the magnetic core. The amount 
of dissipation allowable in the windings will be limited by maximum temperature con­
siderations just as was described for the core loss. 

30-2-1 COPPER FILL FACTOR 

A typical cross-sectional view of a multitum winding on a magnetic core, in this case 
one winding window of the double-E core, is shown in Fig. 30-7. A perspective view 
of the winding on the core is shown in Fig. 3O-6c. The copper conductor from which the 
winding is made has a cross-sectional area Aeu. The conductor may be composed of a 
single round wire or it may be a special multi stranded conductor such as Utz wire in 
which each strand has a diameter on the order of a few hundred microns or less. Utz wire 
is used where otherwise the skin effect would present problems. 

The total number of turns N in the winding window of the core times the conductor 
area Acu gives the total copper area in the winding window. The total copper area will be 
less than the area Aw of the winding window for several reasons. First, the geometric 
shape of the conductors, usually circular, and the winding process prevents the N con­
ductors from completely filling the window. Second, the conductor must be covered by 
an electrical insulator so that adjacent turns are not shorted to each other. This insulation 
takes up some of the winding window area. The ratio of the total copper area to the 
winding window area is tenned the copper fill factor keu and is given by 

NAcu 
keu =-­

Aw 
(30-9) 

Practical values of fill factor range from 0.3 for Utz wire to 0.5-0.6 for round 
conductors. 

Bobbin 

Air gap 
1. 
g 

T 
Figure 30-7 Cross-sectional 
view of a double-E core and 
bobbin assembled as an 
inductor. The air-gap spacing is 
supported by an insulating 
material (shaded area). 
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:JO-2-2 WINDING LOSS DUE TO de RESISTANCE OF WINDINGS 

The power P CU,sp dissipated per unit of copper volume in a copper winding due to its dc 
resistance is given by 

(30-10) 

where J nns = I nn.lAcu is the current density in the conductor and I rrns is the rms current in 
the winding. However, it is more convenient to express P CU,sp as power dissipated per unit 
of winding volume, P W,sp' The total volume V Cu of the copper is given by V Cu = kcu V w' 

where V w is the total winding volume. Using this result to express P W,sp yields 

(30-11) 

If the resistivity of copper at 100°C (2.2 X 10-8 fi-m) is used in Eq. 30-11 and Jnns is 
expressed in Almm2

, the value of P W,sp becomes 

Pw,sp = 22keu (Jrms)2 (mW/cm3) (30-12a) 

30-2-3 SKIN EFFECT IN COPPER WINDINGS 

The skin effect occurs in the copper conductors used in inductor and transformer windings 
in exactly the same manner as described for the magnetic core. Consider the single copper 
conductor shown in Fig. 30-8a, which is carrying a time-varying current i(t). This current 
generates the magnetic fields shown in Fig. 30-8a, and they in turn generate the eddy 
currents illustrated in Fig. 30-8b. These eddy currents flow in the opposite direction to the 
applied current i(t) in the interior of the wire and thus tend to shield the interior of the 
conductor from the applied current and resulting magnetic field. As a result the total 
current density is largest at the surface of the conductor, and it decays exponentially with 
distance into the interior of the conductor as shown in Fig. 30-8c. The characteristic decay 
length is the skin depth given by Eq. 30-3. Table 30-2 shows the skin depth in copper at 
several different frequencies at a temperature of 100°C. 

If the cross-sectional dimensions of the conductor used in the winding are signifi­
cantly larger than the skin depth, most of the current carried by the conductor will be 
constricted to a relatively thin layer at the surface approximately one skin depth in 

cD 
J(t) 

I 
, J(t) 

I , 
I 

(a) (b) (c) 

Figure 30-8 Isolated copper conductor carrying (a) a current itt), (b) eddy currents 
generated by the resulting magnetic field, and (e) the consequences of the skin effect on the 
current distribution. 
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Table 30-2 Skin Depth in Copper at 100°C for Several 
Different Frequencies 

Frequency 50 Hz 5 kHz 20kHz 500 kHz 

10.6 nun 1.06 nun 0.53 nun 0.106 nun 

thickness as is illustrated in Fig. 30-8c. The net result of this is that the effective resistance 
of the conductor will be far larger than the dc resistance because the effective cross­
sectional area for current flow is small compared to the geometric cross section of the 
conductor. This will cause the winding losses to be much larger than if it were a dc 
current. 

The solution to this problem is to use conductors with cross-sectional dimensions on 
the order of the skin depth in size. If d is the diameter of a round conductor or the 
thickness of a rectangular conductor, calculations have shown that if d :5 2~ the conse­
quences of the skin effect can be neglected. Such considerations have led to the devel­
opment of special conductor arrangements for high-frequency applications. These con­
ductor arrangements include Litz wire, which was described earlier, and the use of thin 
foil windings. Eddy current loss in windings are treated in greater detail in later sections 
of this chapter. The net effect of these losses is to increase the effective resistance of the 
winding to a value Rae' This modifies Eq. 30-12a to 

Rae 2 
Pw,sp = 22 kcu R (Jrrns) 

de 
(30-12b) 

where Rde is the dc resistance of the winding. 

30-3 THERMAL CONSIDERATIONS 

Increases in the temperature of the core and winding materials degrade the performance 
of these materials in several respects. The resistivity of the copper windings increases with 
temperature, and so the winding loss increases with temperature, assuming a constant 
current density. In the magnetic materials, the core loss increases with increasing tem­
perature above approximately lOOoe, assuming the frequency and flux density remain 
constant. The value of the saturation flux density becomes smaller with increases in 
temperature. 

To keep the performance degradation within bounds, the temperature of the core and 
windings must be kept at or below some maximum value. Winding and core loss cause 
the temperature increase, hence the loss must be kept below some maximum value. Thus 
two fundamental questions need to be addressed. First, what is the maximum allowable 
core/winding temperature? Second, what is the quantitative relationship between the loss 
(core and winding) and the temperature in the materials? 

In practice the maximum temperature is usually limited to lOO-12Soe by several 
considerations. The reliability of the insulation on the copper windings, usually a thin 
layer of varnish, decreases rapidly with temperature increases much above lOOoe. In 
many magnetic materials, especially ferrites, the core loss is a minimum around 100oe. 
Other components such as power semiconductor devices operated in close proximity to 
the inductors and transformers will have elevated temperatures due to internal power 
dissipation. Since heat will be transferred between components in close proximity via 
radiation and convection, the steady-state temperature of all components will equilibrate 
to a common value. In such circumstances, the overall maximum temperature of the 
power electronic system will be dictated by the component with the lowest maximum 
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allowable temperature. The l00-125°C limit for magnetic components is about the same 
as for power semiconductor components and other passive components. 

The internal temperature and surface temperature of the inductor or transformer is 
normally assumed to be nearly the same. This assumption is made because the power 
dissipation is approximately uniformly distributed throughout the volume of the core and 
the windings. This leads to a large cross-sectional area for heat conduction to the surface 
and for relatively short path lengths. Moreover, the thermal conductivities of the materials 
are large. Hence the thermal resistance of importance in determining the temperature of 
the inductor or transformer is the surface-to-ambient resistance, Rosa' which is defined in 
Chapter 29, Eq. 29-22, which is called the sink-to-ambient thermal resistance. The 
radiative, R O.rad , and convective, Ro,conv, components of ROsa are functions of the tem­
perature difference and the surface area A of the component. To obtain a quantitative 
value of ROsa' a particular core and winding with specific dimensions would have to be 
analyzed. This will be done as a specific example in a later section in this chapter. 
However, useful and interesting trends can be obtained without resorting to specific 
numerical dimensions. 

Both RO.rad which is given by Eq. 29-17, and Ro,conv [assuming that (dvert)o.25 = 
constant for a limited variation in dvert , which is given by Eq. 29-20] are inversely 
proportional to the surface area A of the inductor/transformer, assuming a fixed temper­
ature difference tlT. Hence Rosa' by Eq. 29-22, is also inversely proportional to the 
surface area A. The surface area of any core, for example, the double-E core shown in 
Fig. 30-7a, is proportional to the square of a characteristic dimension, a, (see Table 30-1 
for the surface area in terms of this characteristic dimension for double-E core of Fig. 
30-7a). Thus, in general, we can write for any inductor or transformer with a specified 
value of tlT 

(30-13) 

where kJ is a constant. Since tlT is fixed and known, the equation tlT = ROsa (Pcore + P w), 
where Pcore = pc.spVc and P w = P w,spVw (Vc = core volume and Vw = winding volume, 
see Table 30-1 for an example), can be inverted to find (Pcore + P w) as 

(30-14) 

where k2 is a constant. In an optimal design, Pc,sp = p w •sP = Psp, and using this 
information along with the observation that the core and winding volumes are both 
proportional to the cube of the characteristic length a, we can use Eq. 30-14 to express 
Psp as 

k3 
Psp =­

a 
(30-15) 

where k3 is a constant. Using Eq. 30-2 in Eq. 30-15 to express Psp in terms of the flux Hac 

and frequency f yields 

(30-16) 

where k4 is a constant. If the core loss is somewhat different than that given by Eq. 30-2, 
then Eq. 30-16 would be modified accordingly. When Eq. 30-12 is inverted to solve for 
the current density Jrms and Eq. 30-15 is used for the specific winding loss, then we find 

where k5 is a constant. 

k5 
J =-­

rms Ykcua 
(30-17) 
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Figure 30-9 Maximum current density J and specific power dissipation 
(power density) p.p as functions of the double-E core scaling parameter 
a. A maximum core surface temperature of 100°C and a maximum 
ambient temperature of 40°C is assumed. Litz wire with kcu = 0.3 is 
used for the current density versus core scaling parameter (Eq. 30-17). 

Equations 30-15 to 30-17 are particularly useful because they show how the allowable 
specific loss, Psp, in the core and windings, allowable flux density, Bac ' and allowable 
current density, J, for a given temperature difference tlT = Ts - Ta scale with the 
physical size of the inductor/transformer. These equations can be plotted as a function 
of a. 

If desired, the constants of proportionality, k3' k4' and ks can be evaluated 
quantitatively for specific core sizes such as the double-E core of Fig. 30-6 and Table 
30-1. Then Eqs. 30-15 and 30-17 can be plotted as a function of a as is done in Fig. 
30-9. If a database of such information, as is indicated in Fig. 30-9, is maintained for 
a variety of commonly used core shapes and sizes, it will significantly simplify the 
overall design process for inductors and transformers as will be demonstrated in a later 
section. 

30-4 ANALYSIS OF A SPECIFIC INDUCTOR DESIGN 

The purpose of the discussion in Sections 30-1 through 30-3 is to provide the basis for a 
detailed procedure for designing inductors and transformers. However, these sections 
demonstrate that many different and sometimes tightly coupled variables will be involved 
in the ultimate design procedure. Since analysis is almost always simpler to understand 
than design, we will analyze the performance of a specific inductor design. This analysis 
will serve to further illustrate the many factors that influence inductor and transformer 
design and will make it easier to describe the design procedure. 
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30-4-1 INDUCTOR PARAMETERS 

In this design example, an inductor wound on the double-E core of Fig. 30-00 is used. The 
core width a = I em and many of the important core dimensions are listed in Table 30-1. 
The inductor is used in a resonant circuit at 100 kHz with a worst-case or rated sine wave 
current of 4 A rms. Because of the high frequency and the rated current magnitude 
Inns = 4 A, a Litz wire with a copper area of Acu = 0.64 mm2 is used. The number of 
turns N = 66 and the bobbin is completely filled. In the inductor the total air gap (see Figs. 
30-7 and 30-8), Ig, is 3 mm and composed offour air gaps (two in series in each leg) in 
the flux or H-field loop paths. The inductor is black with an emissivity E = 0.9. The 
ambient temperature Ta = 40°C or less. The inductance L and its hot-spot temperature are 
to be estimated. To keep the analysis simple, eddy current losses due to the proximity 
effect will be ignored. 

30-4-2 CHARACTERISTICS OF THE INDUCTOR 

30-4-2-1 Copper Fill Factor keu 
Using Eq. 30-9 with N = 66, Aeu = 0.64 mm2, and Aw = 140 mm2 from Table 30-1 
yields 

(66) (0.64) 
kcu = 140 = 0.3 

30-4-2-2 Current Density J and Winding Losses P w 

The current density in the winding at the maximum current density Inns = 4 A is 

_ Inns _ 4 A _ 2 
J nns - A - 0 64 2 - 6.25 Almm 

Cu • mm 

Using Eq. 30-12a and using V w = 12.3 cm3 from Table 30-1, the total winding loss at the 
rated current is 

Pw = pw.sP Vw = 22kcu (Jnns)2 Vw = (22)(0.3)(6.25)2(12.3) = 3.17 W 

30-4-2-3 Flux Densities and Core Losses 

The worst-case peak inductor current is i ::::: V2 Inns = 5.66 A, and thus iN = (5.66) 
(66) = 374 At. From Eq. 3-54, assuming Beore = 0, the field in the gap, Hg , is 

• IN 374 
Bg = Ig = 0.003 = 1.25 X lOS Atlm 

Using Eqs. 3-55 and 3-56, the flux density Bg = 4'T1' X 1O-7 11g ::::: 157 mT. At every air 
gap in the magnetic core, there will be fringing flux as is shown in Fig. 30-10a. The total 
flux in the air gap must be the same as the total flux in the core, but since the total flux 
in the air gap is spread out over a larger cross-sectional area, the flux density in the gap 
is significantly lower than the flux density in the core. This decrease in air gap flux density 
is shown schematically in Fig. 30-lOc as a decreased number of flux lines per unit area 
in the gap compared to the same number of lines being confined to the smaller cross­
sectional area of the core. In this simplified analysis, we shall model the effect of the air 
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T 
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(a) (b) (c) 

Figure 30-10 Fringing fields in the air gap of (a) an inductor (6) effective cross-sectional 
area of the gap and (c) an equivalent representation of the air gap. 

gap as the rectangular block shown in Fig. 30-IOc having a height or gap length g and 
cross-sectional area Ag given by 

Ag = (a + g)(d + g) (30-18) 

Then using Eq. 3-59 we obtain for hCMe 

(30-19) 

Using this ~quation along with the area information from Table 30-1 and Bg = 157 mT, 
we obtain Bcore = (1.69)(157)/1.5 = 177 mT. This is also the value of Boc since no dc 
current is flowing in the inductor. 

The total maximum flux is calculated as 

4>max = Bcore Acore = (0.173)( 1.5 x 10-4) = 2.6 x 10-5 Wb (30-20) 

In Fig. 30-2, a nomogram of the specific core losses of the 3F3 core ferrite material 
is presented. From this figure, at a core temperature of 100°C and a frequency of 100 kHz, 
the power loss is 245 mW/cm3

, and thus the maximum total core loss Pcore = 3.3 W (core 
volume = 13.5 cm3 from Table 30-1). 

30--4-3 INDUCTANCE L 

Assuming a linear relationship between the flux and the current, Eqs. 3-57 and 3-67 can 
be used to find the inductance L as 

N ~ (66)(2.65 x 10-5) 

L = T = (5.66) = 309 jJlI (30-21) 

In the above approach it is assumed that the leakage flux between the upper and lower 
yokes of the core is negligible, an assumption that is not well satisfied. This results in a 
measured value of inductance L that is significantly larger than the 0.31 mH value given 
above, which is based on an air gap Ig = 3 mm. Further consequences of this neglected 
leakage flux are core flux densities greater than the calculated value of 177 mT and larger 
core loss. If the design goal is to keep the core losses at 3.3 W, then the total air gap 
should be increased until L = 0.31 mHo At this value of L, Bcore will equal 177 mT. 
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30-4-4 TEMPERATURES IN THE INDUCTOR 

Both radiative and convective heat transfer will contribute to the cooling of an inductor or 
transfonner. The thennal resistance due to radiative heat transfer, Re,ra;J' is given by Eq. 
29-17. Using this equation and a total surface area for the inductor of 0.006 m2 (see Table 
30-1) along with Ts = T body = 100°C and Ta = 40°C, Re,ra;J becomes 

The thennal resistance due to convection, Re,eonv, is given by Eq. 29-20. For the inductor 
under consideration the appropriate numerical values for the parameters in Eq. 29-20 are 
dvert = 3.5a = 3.5 cm, t1T = 60°C, and surface area A = 0.006 m2• Using these values 
Re,eonv is 

1 40.035 
Re,eonv = (1.34)(0.006) 60 = 19.3°ClW 

These two thennal resistances are in parallel, and the total thermal resistance, inductor 
body to ambient when Tbody = 100°C and Ta = 4QDC is Re = 9.8°Crw. The maximum 
body temperature T body using this value of Re in Eq. 29-5 is 

Tbody,max = (9.8) (3.17 + 3.3) + 40 = 104 °C 

The so-called hot-spot temperature in the center of the middle leg of the inductor may 
be 5-1O°C above the 104°C surface body temperature. The thermal conductivity of the 
ferrite is quite large, and thus the temperature of the center of the two outer legs may only 
be approximately 2°C above the surface temperature. The average core temperature can 
be estimated to be l()6°C. The specific core loss is a minimum at 100°C so the core loss 
calculated at 100°C should be valid at 106°C. 

A prototype inductor should be fabricated and put into the cabinet of the resonant 
converter. It should be operated at the rated conditions (4 A, 100 kHz, Ta = 40°C), and 
the surface temperature should be measured. If surface temperature is too high or too low, 
the design can be changed accordingly. 

30-4-5 EFFECT OF AN OVERCURRENT ON THE HOT SPOT 
TEMPERATURE 

The consequences of an overcurrent on the perfonnance of the inductor, especially on the 
maximum hot spot temperature should be examined before we complete our examination 
of this specific example. For purposes of illustration, an overcurrent of 25%, that is, Irms 
= 5 A, will be assumed, corresponding to Beare = 0.221 Wh. This overcurrent will not 
change the inductance since the core will still be in its linear magnetic region. However, 
the loss in the windings will increase by a factor of ~12 = 56% (the resistivity of the 
winding is assumed to stay constant). Bac increases by the same factor of 1.25 as the 
current and using the graph of core loss in Fig. 30-2, the specific core loss at B ac = 0.221 
Wh is 440 mW/cm3

. Equation 30-2b with the appropriate values for a 3F3 core material 
predicts that an increase in Bac by a factor of 1.25 increases P m,sp by a factor of 1.77, well 
within the accuracy of the nomogram of Fig. 30-2, which gives an increase of 1.8. 

The total losses in the inductor when the current is 5 A and the frequency is 100 kHz 
is P = Pw + Peore = (3.17)(1.56) + (3.31)(1.8) = 10.9 W, If it is assumed that Re = 
9.8°Crw (calculated at T body = 100°C and Ta = 40°C) can still be used, the body-to­
ambient temperature difference increases from 56°C for a current of 4 A to 107°C for a 
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current of 5 A. This large temperature increase is unacceptable in most designs. To keep 
the tlT limited to 60°C in the presence of the overcurrent, Re must be reduced to 5 SC/W. 
This could be achieved by either forced-air cooling with a fan or by using a heat sink 
bonded by a thermal conductive epoxy to the ferrite core. Laboratory tests should be done 
to confirm this expectation. 

30-5 INDUCTOR DESIGN PROCEDURES 

In the previous section a detailed analysis of a specific inductor design was done in order 
to highlight the important aspects of inductor/transformer design. This analysis was a 
straightforward application of the concepts of magnetostatic circuits from Chapter 3 and 
of thermal resistance from Chapter 29. However, in a power electronic converter design 
situation, the job facing the designer is not the analysis of a specific inductor or trans­
former where all the dimensions and magnetic properties of the core are known. Rather 
the job is just the inverse of the analysis example. In the typical design scenario, the 
dimensions and magnetic properties of the core as well as the number of turns and the type 
of copper winding must be specified so that the resulting inductor or transformer will meet 
a given set of electrical and thermal specifications. In order to avoid a haphazard cut­
and-try approach, a methodical design procedure is needed that will lead to a correct 
design in a minimum number of confusing iterations and design trade-off decisions Such 
a design procedure is given and iIlustrated in this section. Since the design of inductors 
is usually limited by thermal considerations, the design procedure incorporates heat dis­
sipation limitations as a basic part of the design process. In order to simplify the initial 
presentation of the design procedure, eddy current loss is assumed to be negligible. 
Corrections for eddy current loss will be discussed in a later section. 

30-5-1 INDUCTOR DESIGN FOUNDATION: THE STORED ENERGY 
RELATION 

An equation commonly termed the stored energy relation is the starting point for an 
inductor design. We begin its derivation by using results from Chapter 3 (Eq. 3-67) to 
express the inductance-current product as 

(30-22) 

The number of turns N is given by Eq. 30-9 (N = keuAw/Acu). The flux in the inductor 
is, using Eq. 3-57, c!> = AcoreB. The required copper area Acu is obtained from Jrms = 
Irm,/ACu. Using these results in Eq. 30-22 yields 

(30-23) 

where fJ is in Wb and Acore is in m2
• If Jrms is in Aimm2,then Aw must be in mm2

• The 
area-product, AP, is given by 

(30-24) 

Equations 30-23 and 30-24 are the basis for an inductor design procedure because 
they relate design inputs (L, j, and Irms) to the product of material parameters (Jrms and 
fJ) and geometric parameters (keu, A w , and Acore) of the core and winding. 

Most inductor designs make use of standard commercially available cores. In this 
situation, the use of Eqs. 30-23 and 30-24 for design can be made even more explicit. 
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Equation 30-17 establishes the quantitative relationship between J rms and the geometric 
size of the core while Eq. 30-16 does the same for flux density B. Using Eqs. 30-16 and 
30-17 to substitute for Jrms and B in Eq. 30-23 and noting that the area product is 
proportional to (a)4, we can write 

A const. a3.1 

U1rms = fO.S2 \I'kc: (30-25) 

The assumptions used in arriving at this equation are (1) specifying a given temperature 
difference between the surface of the inductor and the ambient, (2) all the geometric 
parameters of the core are available in terms of a scaling dimension a, and (3) ignoring 
eddy current loss due to the proximity effect, a topic to be discussed later. 

30-5-2 SINGLE-PASS INDUCTOR DESIGN PROCEDURE OUTLINE 

The step-by-step outline of a single-pass inductor design procedure is given in this sec­
tion. For simplicity we will assume that the peak instantaneous flux density B < Bsat• If 
magnetic saturation and not core loss limits B, then modifications to the procedure are 
required. These modifications are discussed in a later section. The single-pass noniterative 
nature of the procedure hinges upon a complete database of core characteristics being 
available to the designer. The detailed nature of this database will be described shortly. 
A flowchart diagram shown in Fig. 30-11 summarizes the procedure. An example of the 
application of the procedure will be given to illustrate the details of the procedure. 

Start 

Assemble design inputs 

" Compute LIIrms 

Find allowable power 
dissipation density Psp 

End 

Figure 30-t t Flowchart of a single-pass inductor design procedure. The 
procedure assumes the existence of an extensive database of characteristics of 
all cores available to the inductor designer. The characteristics include the 
allowable power dissipation density for the design temperature range. 
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Step 1 Assemble design inputs 

The design inputs consist of the following parameters: 

a. Inductance value L 
b. Rated peak current i 
c. Rated dc current Ide 

d. Rated rms current Irrru; 

e. Operating frequency f 
f. Maximum surface temperature of the inductor Ts and the maximum ambient 

temperature To 
The values for the first five inputs are found via the design calculations for the specific 
power electronic converter circuit in which the inductor is to be used. The maximum 
temperatures are determined from considerations of other temperature-limited compo­
nents used in the same circuit, the temperature limitations of the inductor materials, and 
the environment in which the inductor must operate. A commonly used value of Ts is 
100°C. 

Step 2 Compute stored energy value U1rms 

The second step is to use the design inputs to compute Lilrrru;. i is the maximum peak 
value of the current and I rrru; is the maximum rms value of the current. 

Step 3 Choose core material, shape, and size 

The core material, core shape, and size are chosen next. The choice of material will 
be influenced by the operating frequency. The material performance chart shown in Fig. 
30-3 will be useful if ferrites are the material of choice. At lower frequencies, magnetic 
steels, powdered iron cores, and amorphous metallic glasses could also be considered. 
The choice of core shape, that is, E-core, U-core, toroid, and so forth, will depend on 
cost, availability, and ease of making the windings on the chosen core shape. 

The core size is chosen based on the value of Ulrrru; computed in Step 2. The designer 
looks in the core database for the core with the nearest value of kcuJrmsBAwAeore (see Eq. 
30-23), which is larger than Ulrrru;. This lookup step assumes that the characteristics of aU 
cores of interest have been tabulated in a database such as is illustrated in Table 30-3. 
Such a database can be constructed independent of any particular inductor design using 
the methods illustrated in Sections 30-1 and 30-2. The database entries of Jrms' Bae , and 
keuJrmsBAwAeore are calculated assuming that the power dissipated in the inductor is 
uniformly distributed throughout the inductor, that is, power dissipation density in the 
winding P w,SP equals the power dissipation density in the core, P core,sp' It is shown in the 
problems (Problem 30-21) that uniform power dissipation density yields the highest value 
of the product kcuJrmsBAwAeore, assuming a maximum surface temperature Ts and thus 
a maximum total power dissipation PT = [Ts - To1lResa . 

Table 30-3 Database of Core Characteristics Needed for Inductor Design 

Jrm. at Bacat 
AP= Ra at Psp at Il.T = 6O"C Il.T = 6O"C 

Core No. Material A •• ,Ae<n Il.T = 6O"C Il. T = 6O"C and Pop and 100 kHz kcuJ,,,,.BAwAcO<e 

• • • • • • • • 
go 3F3 2.1 em4 9.goCfW 237 mW/em3 3.3/~ 170mT O.0\25Vk;;: 

• • • • • • • • 
°Core number g is the same as listed in Table 30-1 with a = 1 em. 
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Note that the value of the stored energy given by Eq. 30-23 or equivalently the 
database entry, kcuJrmsBAwAeore, depends on the copper fill factor kcu' Since these 
factors range from 0.3 for Litz wire to approximately 0.6 for round conductors or even 
larger for foil windings, the value kcuJrmsBAwAeore for a given core could vary by almost 
a factor of 2. Depending on the increments in the sizes of core ratings available to the 
designer, this factor of nearly 2 in core rating could mean that using Litz wire might 
require a larger core size than using solid round conductors. Thus the designer must 
choose the type of wire to be used for the winding in order to select the core size. If the 
subsequent design steps described below produce an acceptable design, then these steps 
will be a single-pass procedure. If an acceptable design is not produced, then it will be 
necessary to repeat the design steps after either choosing a larger core or choosing a wire 
type having a larger copper fill factor. 

Step 4 Find Re and Pap 

The thermal resistance Resa (surface-to-ambient), of the combined core and winding 
is the next item to be found. It can either be looked up in the core database as is shown 
in Table 30-3 or calculated using the approach illustrated in Section 30-3. In either case 
the value of Resa must conform to the specified temperatures Ts and Ta. The allowable 
specific power density, P sp' which can be dissipated in the core and the winding, can 
either be found in the core database or calculated using 

(Ts - Ta) 
(30-26) 

Step 5 Specification of the ac core flux density 

The ac core flux density Bae is now found using the core database, Table 30-3. 
Otherwise Bae can be found using the allowable value of specific power density dissipa­
tion, Psp, estimated in Step 5 in conjunction with data such as Fig. 30-2 or Eq. 30-2, 
which are provided by the core manufacturer. 

Step 6 Calculation of the peak core flux density IJ 
The flux density in the inductor core is proportional to the current in the inductor. The 

application dictates the peak current i, and the inductor core must be chosen so that the 
peak current i generates a peak flux density Beare < B sat ' If the peak current has both a dc 
value Ide and an ac value i-Ide' then the ratio 

j - Ide Bae A j 
--A - = -A - or Beare = Bae -A --

I Beore I - Ide 
(30-27) 

If Eq. 30-27 gives Beore > B sat ' then Bae must be reduced until Beore < B sat ' In this case, 
the core flux is not loss limited. 

Step 7 Specification of winding parameters (J rmB' Acu, N) 

The type of winding conductor, round wire, Litz wire, and so forth to be used was 
chosen in Step 3 so the copper fill factor, keu, is known. Selection of the conductor type 
will depend on the operating frequency and the importance of eddy current loss in the 
windings. The allowable current density can now be estimated using the core database, 
Table 30-3, or by inverting Eq. 30-12. The required area of the copper conductor Acu is 
then given as Acu = IrmslJrms' The required number of turns N is then found from Eq. 
30-9. 
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Step 8 Calculation of Lmax of selected core 

The maximum inductance achievable with the specified core is given by 

NAeoreBeore 
Lmax = A 

I 
(30-28) 

LmBJ( should be greater than the design value of inductance if the design procedure has 
been followed properly, including accurate entries into the core database. The remaining 
steps of the design procedure will lower Lmax and save on copper winding weight costs. 
If Lmax is significantly greater than the design value of L, the next smaller core size should 
be used and the design sequence repeated. 

Step 9 Specification of the air-gap length 

The air-gap length Ig is the last dimension to be found in an inductor design. The air 
gap must be tailored to give the value of Beore when the inductor current is J. The total 
reluctance, Rm , of the magnetic flux path is given by 

Nl Ie Ig 
Rm = A = Rm,eore + Rm,gap = A + A 

AeoreBeore IJ. e lJ.o g 

(30-29) 

where Ie is the magnetic flux path length in the core material and the air-gap area Ag is 
given by Eq. 30-18 for a double-E core. In most situations 

Ig Ie 
Rm,gap = -A > Rm,eore = -A-

lJ.o g IJ. e 

so that the gap length Ig is given by 

(30-30) 

This equation cannot be used by itself to find Ig because the gap area Ag is a function 
of the gap length (see Eq. 30-18). Additionally the gap length parameter (g) in Eq. 30-J8 
is usually much smaller than grated because several smaller air gaps are uniformly dis­
tributed around the magnetic flux path. If there are Ng such distributed air gaps each 
having a length g, then 

(30-31) 

Distributed air gaps are used to keep the magnetic flux, which fringes into the copper 
windings to a minimum. This fringing flux causes additional eddy current loss in the 
windings. A single large air gap would have fringing magnetic flux paths that penetrate 
much farther into the copper windings and thus produce much larger eddy current loss 
than a distributed air gap. Substituting Eqs. 30-18 and 30-31 into Eq. 30-30 yields 

Nl ( Ig) ( Ig) Ig = IJ.o A a + N d + N 
AeoreBeore g g 

(30-32) 

Expansion of Eq. 30-32 yields a quadratic equation in the desired parameter Ig. In 
practical design situations involving distributed gaps, the individual gap length g <: a or 
d or equivalently Ig/Ng <: a or d. Thus the quadratic terms in Eq. 30-32 can be neglected 
in comparison to the linear terms in Ig and manipulated to yield 

~ Aeore 
.. g = A 

AeoreBeore (a + d) 
(30-33) 
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Although Eq. 30-33 only applies to a double-E core, similar expressions can be developed 
for other core shapes. 

Step 10 Adjustment of inductance value LIbIU. 

If the desired inductance value L < LrnaJI.' then LrnaJI. can be reduced with attendant 
savings in material size, weight, and cost. The reduction could be obtained by increasing 
the gap length beyond the value given by Eq. 30-33. However, this would make Beore less 
than the maximum allowable flux density, which in tum would lead to lower core loss and 
lower body temperature. This would be a poor design because it would not reduce the loss 
in the copper winding. A better approach would be to reduce the number of turns N until 
the desired value of L is reached. The copper weight and volume would be less and P W,sp 

could be increased and Acu reduced. This will result in cost saving as well. In doing this, 
the flux density is kept constant by adjusting the air-gap length Ig. 

30-5-3 ITERATIVE INDUCTOR DESIGN PROCEDURE 

If a complete database of available core characteristics similar to that shown in Table 30-3 
is not available to the designer, then an iterative design procedure must be used. In this 
procedure, an initial estimate of the stored energy and thus the core size is made using Eq. 
30-23 and typical values of Jrms and B. For the initial estimate a reasonable value Jrms 

could be 2-4 Nmm2
• An initial estimate of Bae can be found using an assumed value of 

Peore,sp and either a graph of core loss versus B8l; such as Fig. 30-2 or Eq. 30-2. Maximum 
values of P eore,sp in most design situations are usually 10-100 mW/cm3

, which for a 3F3 
ferrite material at a frequency of 100 kHz gives a value of B8l; between 47 mT (10 
mW/cm3

) and 105 mT (100 mW/cm3
). 

Using the initial estimate of core size, corrected values of Jrms and B, which are 
consistent with this core size, are then calculated and used to obtain a corrected value of 
the product kcuJrmsBAwAeore. If this corrected value is greater than Lt1rms, then the 
correct size of core has been found. If not, then a larger core size must be selected and 
the procedure repeated. The iterations continue until the correct size is found. The flow­
chart shown in Fig. 30-12 summarizes the procedure. 

30-5-4 INDUCTOR DESIGN EXAMPLE 

As an example of the design procedure, the inductor analyzed in Section 30-4 will be 
"designed" using the single-pass method. 

Step 1 Design inputs 

L = 300 /-LH. 
Sine wave current J = 5.6 A. 
lrms = 4 A. 
Frequency = 100 kHz. 
Maximum temperatures Ts = 100°C and Ta = 40°C. 

Step 2 Stored energy 

Ll1rms = 0.0068 H_A2 

Step 3 Core material, shape, and size 

Since the operating frequency is at 100 kHz, a ferrite material will be used for the 
core. The specific material chosen is 3F3 because, from Fig. 30-3, it has the best per­
formance factor. A double-E core is chosen for the core shape. According to the core 
database, Table 30-3, core number 8 with a = 1 cm has kcuJrJAwAeore equal to 
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Start 

Assemble design inputs 

1\ 
Compute Ulrms 

Choose core material, 
shape, and size 

Find allowable power 
dissipation density Psp 

Specify core flux density 
Bac 

1\ 
Find peak core flux density B 

Design winding (kCu' J, A Cu, N) 

Select larger core size 

End 

Figure 30-12 Flowchart for an iterative inductor design procedure. 

0.0125 ~. This value is greater or equal to 0.0068 for all kcu values greater than 0.3. 
Litz wire, kcu = 0.3, is selected for the winding because it has the lowest eddy current 
loss of any conductor type at high frequencies like 100 kHz. 

Step 4 Ro and Psp 

From the core database Ro = 9.8°CIW and Psp = 237 mW/cm3
. 

Step 5 ac core flux density 

Using the core database. Bac = 170 mT. 

Step 6 Peak core flux density 

There is no dc current in the inductor and thus Bac = fJ. 
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Step 7 Winding parameters (kcli• Jra.. ACII' N) 

Since Litz wire is used, kcu = 0.3. 
From the core database, Jrms = 3.3/v'03 = 6 Nmm2

• 

The required conductor area Acu ;:: (4 A)/(6 Nmm2
) = 0.67 mm2. 

The number of turns 

StepS Lma:x, 

Using Eq. 30-28 

(140 mm2
) (0.3) 

N = (0.67 mm2) = 63 turns 

(63)(170 mT)(1.5 x 0-4 m2) 
LrtIJIJ( = 5.6 A = 287 J.LH 

Step' Air-gap length 

Using Eq. 30·33, 

1.5 X 10-4 m2 

Ig = --:-:(1:-.5::--x--:I"':::"0-:4:-m....,2~)(":'::'0-::.1"::'7-=T)::---(-0-.0-25=-m-) = 2.92 mm 

(41T x 10 7 Hlm)(63)(5.6 A) 4 

The length of each of the four distributed gaps is g = (2.92)/4 "'" 0.73 mm. 

Step 10 Adjustment of Lma:x, 

The design value of L is about the same as LrtIJIJ( so no adjustments are needed. 

30-6 ANALYSIS OF A SPECIFIC TRANSFORMER DESIGN 

A transformer requires two or more conductor windings on the magnetic core compared 
to the single winding used for the inductor. These additional windings and the unique 
function of the transformer make the design of a transformer more complicated than for 
an inductor. To illustrate these complications, we will analyze a specific transformer 
design before undertaking the description of the transformer design procedure. 

30-6-1 TRANSFORMER PARAMETERS 

The transformer is wound on a double-E core shown in Fig. 30-6a. The core width a = 
1 cm, the same sized core as used in the inductor example, and many of the important core 
dimensions are listed in Table 30-1. The primary current lpri = 4 A rms is sinusoidal at 
a frequency of 100 kHz. The primary voltage is 300 V rms. The turns ratio n = NprilNsec 
= 4 and Npri = 32. Because of the high frequency and large primary and secondary 
currents, the transformer primary and secondary are wound with Litz wire. The bobbin is 
filled and the winding in the winding window is split between the primary and secondary 
windings as illustrated in Fig. 30-13. The transformer is black with an emissivity E ;:: 0.9. 
The ambient temperature Ta = 40°C or less. The transformer core flux density, leakage 
inductance, and hot-spot temperature are to be estimated. 
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Interwinding insulation 

ACu.pri-~jO)I 

J w 

AcU'--:~~~iIlIiIIIiIIiIiIl 
~ = secondary winding 

~ = primary winding 

Figure 30-13 Winding window on a tranfonner core showing the division of the 
windings in the window between primary and secondary. 

30-6-2 TRANSFORMER ELECTRICAL CHARACTERISTICS 

30-6-2-1 Areas of Primary and Secondary Conductors, Aprt and Asec 

The total area Aw is assumed to be completely occupied by the windings, which are split 
between the area occupied by the primary and that occupied by the secondary. The area 
occupied by the primary is 

(30-34) 

and the area occupied by the secondary is 

NsecAcu sec 
Aw,sec::: k ' 

CU,sec 
(30-35) 

The total winding area can be expressed as 

A . + A = NpriAcu,pri + NsecAcu,sec 
pn sec keu kcu 

(30-36) 

where we assume that kcu,pri kcu,sec = kcu assuming the primary and secondary are 
wound with the same type of conductor. It is desirable to have the power dissipation 
density in the primary and secondary be the same so that the heat generated and thus the 
temperature rise, be uniformly distributed thoughout the windings. Using Eq. 30-12, this 
implies 

or 

2 ( Ipri )2 2 ( lsec )2 keu(Jpri) = kcu -- = kcu(Jsec) = keu --
Acu,pri Aeu,sox: 

Ipri = ACu,pri = Nsec 
lsec Aeu,sec Npri 

Equations. 30-36 and 30-37 can be solved simultaneously to yield 

(30-37a) 

(30-37b) 

(30-38) 
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and 

(30-39) 

For the transfonner being analyzed, kcu = 0.3, Aw = 140 mm2, Npri = 32, and Nsec = 
8. Using this infonnation in Eqs. 30-38 and 30-39 yields 

_ (0.3)(140) _ 2 _ (0.3)(140) _ 2 
ACu,pri - (2) (32) - 0.64 mm and Aeu,sec - (2)(8) - 2.6 mm 

30-6-2-2 Winding Loss P '" 

The current densities in the primary and secondary windings are the same and are given 
by Eq. 30-37a. Evaluation of Eq. 30-37a yields 

_ 4 A _ 16 A _ 2 

Jrrru; - 0.64 mm2 - 2.6 mm2 - 6.2 Almm 

Since the current densities are the same in the primary and the secondary, Eq. 30-12 can 
be used to estimate the total winding losses P w = P w,spV w' The winding volume V w' from 
Table 30-1, is 12.3 cm3 so that the total winding loss is 

Pw = (22)(0.3)(6.2)2(12.3) = 3.1 W 

30-6-2-3 Flux Density and Core Loss 

The peak flux density in the core, Score' can be estimated from the primary voltage since 

A IdiJcoreSin(wt)I A 

Vpri = NpriAc dt max = NpriAcwBcore (30-40) 

Solving this equation for the flux density and putting in the numerical values for the 
parameters, including V pri = v'2 (300) = 425 V, yields 

A 425 V 
Bcore = (32 tums)(1.5 X 1O-4m2)(2'IT)(1OS Hz) = 0.141 T 

Using Eq. 30-2 for the specific core loss of the 3F3 ferrite, at a core temperature of 100°C 
and 100 kHz, and Score = 0.14 T yields Psp,core = 140 mW/cm3

• The total core volume 
is 13.5 cm3 (see Table 30-1) so the total core losses Pcore = 1.9 W. 

30-6-2-4 Leakage Inductance 

It is shown in a later section that the leakage inductance Lleak of a transfonner wound on 
a rectangular-shaped core such as the double-E core of Fig. 30-6 is given by 

JlO(Npri)2Iwbw 

Lleak = 3hw (30-41) 

The mean length lw of a single conductor tum, assuming that the winding volume is 
completely filled, is obtained from the top view of the double-E core shown in Fig. 30-14. 
The mean tum length is 

lw = 9a (30-42) 
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Figure 30-14 Top view of the double-E core bobbin 
showing the mean length lw of a single conductor turn 
(winding) assuming the winding window is completely filled. 

The dimensions of the winding window are found in Section 30-1-5 to be hw = 2a and 
bw = 0.7a. Using these dimensions in Eq. 30-41 along with a = 1 cm andNpri = 32 yields 

(41T X 10-9)(32)2(9)(0.7) 
Lleak = (3)(2) = 14 jLH 

30-6-3 TEMPERATURE IN THE TRANSFORMER 

Both radiative and convective heat transfer will contribute to the cooling of the trans­
former. The surface-to-ambient thermal resistance due to radiation is given by Eq. 29-17. 
The surface-to-ambient thermal resistance due to convection is given by Eq. 29-20. The 
total surface-to-ambient thermal resistance for this transformer is the same as for the 
inductor example described in Section 30-4 because the core sizes are identical, the 
winding volume and surface area are identical, and the maximum surface temperatures, 
Ts ' and ambient temperatures, Ta , are the same.Thus the total surface-to-ambient thermal 
resistance for the transformer is Rasa = 9.8°C/W. The power dissipation in the winding is 
P w = 3.1 Wand in the core is Pcore = 1.9 W. Hence the maximum surface temperature 
on the transformer is 

Ts•max = (9.8) (3.1 + 1.9) + 40 = 89°C 

30-6-4 EFFECT OF OVERCURRENTS ON TRANSFORMER 
TEMPERATURES 

An overcurrent in the transformer primary or secondary will increase the temperature of 
the transformer exactly as an overcurrent increased the temperature of the inductor ex­
amined in Section 30-4. For purposes of illustration, we will assume an overcurrent of 
25%, that is, Ipri.max = 5 A rms. The losses in the winding will increase by a factor 
of (1.25)2 = 1.56, which will result in winding losses P w = (1.56)(3.1 W) = 4.8 W. If 
it is assumed that Rasa = 9.8°C/W can still be used, the surface temperature Ts will 
increase to 

Ts•max = (9.8) (4.8 + 1.9) + 40 = 106°C 
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This increase in temperature (17°C) is still within design parameters. If desired, the 
thermal resistance could be reduced by either forced-air cooling or by using a heat sink 
bonded to the core. 

The reason the overcurrent produces a smaller temperature rise in the transformer 
compared to previous inductor example is because the flux in the core does not change 
significantly even with a 25% increase in the current. The transformer primary is driven 
by a nearly ideal voltage source whose magnitude is essentially unaffected by the current 
increase. Since the core flux is controlled by the applied voltage (see Eq. 30-40), it cannot 
change unless the voltage changes. In an inductor an increase in current leads to increases 
in flux density and thus core loss as well as winding loss. 

30-7 EDDY CURRENTS 

Until now, our discussion of inductors and transformers have assumed that eddy current 
loss in the windings could be neglected compared to the normal ohmic loss due to the dc 
resistance of the windings. The only concessions to possible eddy current loss has been 
in using Litz wire or thin foil windings to minimize skin effect problems. However, as 
operating frequencies continue to increase, the neglect of the proximity effect and atten­
dant eddy current loss becomes increasingly difficult to justify. Inductors and transformers 
designed by procedures that do not take eddy currents into account have winding loss that 
become unacceptably large as the operating frequency increases. In this section we de­
scribe the phenomena of eddy current loss and how to optimize the design of windings so 
that the total loss, dc plus eddy current, are a minimum. 

30-7 -1 PROXIMITY EFFECT 

Consider the cross-sectional view of an inductor winding carrying a current I shown in the 
winding window of a ferrite core in Fig. 30-15a. To simplify our initial considerations, 
the diameter of the winding conductor or the frequency are assumed to be small enough 
so that the skin effect can be neglected. The application of Ampere's law, Eq. 3-53, along 
path A in Fig. 30-15a encloses several ampere-turns of magnetomotive force (mmf), thus 
showing that a magnetic field is present in the winding window. If path B, which is 
located at a greater distance x into the winding window, is taken, a greater amount of mmf 
is enclosed and the magnetic field is even larger. The approximate distribution of the mmf 
and thus the magnitude of the magnetic field is indicated in Fig. 30-15a. 

The magnetic field generates eddy currents in the conductor windings in exactly the 
same manner as was described earlier for the conductive magnetic core. In Fig. 30-15, the 
magnetic flux is contained in the plane of the winding window and thus is perpendicular 
to the longitudinal direction (direction of applied current flow) of the conductor windings. 
Hence the eddy currents flow either parallel or antiparallel to the applied current as 
diagrammed in Fig. 30-15b. This generation of eddy currents is termed the proximity 
effect because the eddy currents in a specific conductor or winding layer are caused by the 
magnetic fields of the other current-carrying conductors in proximity to the given con­
ductor. 

These eddy currents will dissipate power, P cc' and thus contribute to the electrical 
loss in the winding in addition to those caused by the normal ohmic loss, P dc' due to the 
dc resistance of the windings. Our earlier discussion of eddy currents in conductive 
magnetic cores indicated that the power dissipation due to eddy currents was proportional 
to the square of the local magnetic field intensity (see Eq. 30-8). Thus the eddy current 
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Figure 30-15 Cross-sectional view of an inductor winding in the winding window of a 
ferrite core and the associated spatial distribution of the mmf and eddy current loss 
density for the case where the skin depth is about the same as the conductor diameter 
(a) and for the case where the skin depth is much less than the conductor diameter. The 
dots (.) and x's in the conductor cross sections indicate the relative magnitude, spatial 
distribution of the current density, and current direction. 

loss per unit length of conductor winding in Fig. 30-15 increases dramatically as the 
position x in the winding window increases, and thus the number of layers contributing to 
the local magnetic field increases. An approximate distribution of the eddy current loss 
with position is shown in Fig. 30-15a. In general the total eddy current loss increases 
dramatically with the number of layers in a given Winding. 

The total power dissipated in a winding is 

(30-43) 
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where Ree is the effective eddy current resistance and Roc is the low frequency or dc 
resistance of the winding. The net resistance of the winding, Rac ' is given by 

Rac = FRRdc = (I + ~:)Rdc (30-44) 

where F R is tenned the resistance factor. For the situation illustrated in Fig. 30-15a where 
the diameter of the conductor is less than or about equal to the skin depth, the resistance 
factor will be somewhat greater than unity. 

If the diameter of the winding conductor is significantly greater than a skin depth, 
then the eddy currents will flow only near the surface of the conductor. Because of the 
skin effect, no currents will flow in the interior as is sketched in Fig. 30-8c. Magnetic flux 
will be excluded from the interior of the conductor, and the mrnf diagram will be modified 
as shown in Fig. 30-15b, which shows very little mrnf in the interior of the conductor. The 
confinement of the total current to a thin area on the outside portion of the conductor 
means that current density will be much larger at the surface of the conductor than in the 
situation illustrated in Fig. 30-15a for the low-frequency case. As a consequence, for high 
frequencies the resistance factor will be much greater than what would be predicted on the 
basis of just the proximity effect at low frequencies. The resistance factor may be as large 
as one or two orders of magnitude larger than the dc resistance and hence so will the total 
loss. 

30-7-2 OPTIMUM CONDUCTOR SIZE AND MINIMUM WINDING LOSS 

The discussion in the previous section makes it clear that to minimize the eddy current loss 
in a winding, the diameter of the winding conductor (if a round conductor is used) or the 
thickness of a foil conductor should be made less than or at most equal to the skin depth. 
The difficulty is that the skin depth decreases as the operating frequency increases. Hence 
the dc losses would appear to become large at high operating frequencies. At any given 
frequency there is thus an optimum conductor diameter or thickness that minimizes the 
total loss in the conductor. The optimum size will be approximately the skin depth 
dimension but will vary to some degree with frequency and the number of layers in the 
winding. A general method to estimate the optimum conductor size will be presented 
shortly. 

When the optimum diameter or thickness is used for the conductor winding, the 
resistance factor has the value [1] 

FR = 1.5 

This means that the power dissipation due to eddy currents is equal to 

Pee = 0.5Pdc 

and the total winding loss is 

30-7 -3 REDUCTION OF LOSS IN THE INDUCTOR WINDING 

(30-45) 

(30-46) 

(30-47) 

At this point in our discussion of eddy current loss, we seem to be in a dilemma. In order 
to keep eddy current loss under control as the frequency increases, the diameter of round 
conductors used for the windings of inductors must decrease. This would appear to lead 
to large dc resistances and thus unacceptably large winding loss if the applied currents 
have any appreciable magnitude. What is required is a way to reduce the dc resistance 
without increasing the eddy current loss. 
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This can be done by connecting several of the small (significantly smaller than a skin 
depth) diameter wires in parallel. The paralleled wires must then be twisted or woven into 
a ropelike assembly in which each individual wire periodically moves from the interior to 
the exterior of the conductor assembly and back again. This periodic twisting or trans­
position of each individual wire causes the induced voltage in a given wire in one 
half-twist section to be opposite the induced voltage in the next half-twist section of the 
same wire, as is shown in Fig. 30-16. This causes eddy currents induced in one part of 
a given wire to be opposite those induced in the next half-twist section, as is illustrated 
in Fig. 30-16. The net result is that little if any eddy current will be generated in the 
twisted pair. Each wire must be electrically insulated from the other wires in the bundle, 
and all the wires are connected in parallel only at the terminals of the inductor, which are 
located outside the winding volume. 

Wire bundles made in such a manner are called Litz wires. The diameter of a Litz 
wire bundle can be built up to many times larger than the diameter of an individual wire 
strand in order achieve the desired reduction in dc resistance without any significant 
increase in eddy current losses. The disadvantage of this approach is that Litz wires are 
much more expensive than solid wire conductors and the fill factor kcu is only about 0.3. 

If the currents flowing in the inductor are large and the number of turns is relatively 
small, an alternative conductor arrangement consisting of thin wide rectangular-shaped 
conductors may be preferable to Litz wire. The width of the conductor can be almost as 
large as the height hw of the winding window of the bobbin (see Fig. 30-6). The thickness, 
h, of this so-called foil conductor must be on the order of a skin depth or less in size, and 
there is an optimum value as was discussed previously. The fill factor kcu for foil 
conductors is approximately 0.6. 

II II 
@ 

(a) 

@ " @ Bsin(wt) 

] 
@ " @ Bsin(wt) 

(b) 

Figure 30-16 Problem of eddy currents in windings. In (a) two 
parallel wires shorted together at each end will intercept flux 
which will generate eddy currents around the loop. However in 
(b) the wires are twisted so that the effects of intercepted flux are 
largely canceled out. 
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30-7-4 SECTIONING TRANSFORMER WINDINGS TO REDUCE EDDY 
CURRENT LOSS 

The presence of the secondary winding in a transfonner enables the eddy current loss in 
a transfonner to be minimized. Consider the mmf distribution in the transfonner winding 
window shown in Fig. 30-l7b. The mmf in the secondary section of the transfonner has 
a negative slope and goes back to zero because the induced current in the secondary is 
opposite that in the primary. 

Now consider sectioning the primary winding into two separate parts as shown in Fig. 
30-l8a and sandwiching the secondary between the two halves of the primary. The total 
number of primary and secondary turns remains unchanged as does the total volume taken 
up by each winding. The resulting mmf distribution is also shown in Fig. 30-18a. The 
peak value of the mmf with this sandwiched winding is now approximately one-half the 
peak value of that in Fig. 30-17 for the simple transformer winding since the number of 
ampere-turns in each primary half-section is one-half of the value shown in Fig. 30-17. 
Since the peak mmf is reduced by a factor of 2, so is the maximum magnetic flux in the 

(a) 

(b) 

(c) 

mmf 

I I 
I I 

I I I I 
I I I 

I I I I I 
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I I 
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Eddy current 
loss density 

I 
I 

o Primary 

o Secondary 

Figure 30-17 Winding window in a transEonner containing (a) a simple 
winding arrangement, (b) mmE distribution versus position, and (c) eddy 
current loss density versus position. 
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Figure 30-18 Partitioning of the primary and secondary windings into multiple 
sections to reduce eddy current loss. The resulting mmf distribution is indicated 
below the sectionalized winding diagram. In (a) there is a split primary and a 
single secondary and in (b) the primary is split into three sections and the 
secondary into two sections. 

winding window. Eddy current loss is proportionaJ to the square of the magnetic flux so 
the eddy current loss in the transformer of Fig. 30-ISa should be approximately one­
fourth that of the transformer of Fig. 30-17. 

This approach can be extended by dividing both the primary and secondary windings 
into more sections as is indicated in Fig. 30-lSb. Now the peak mmf is one-fourth that of 
Fig. 30-17, and so the eddy current loss should be one-sixteenth those of the simple 
transformer. In principle this subdividing of the windings into more sections could be 
continued until each section consists of one or two winding layers. This approach is not 
without its disadvantages. Winding a transformer in this manner is complex. The inter­
winding capacitance is increased in proportion to the number of sections, and the amount 
of safety insulation between the primary and secondary windings increases, thus decreas­
ing the reliability of the insulation and the copper fill factor. 

30-7-5 OPTIMIZATION OF SOLID CONDUCTOR WINDINGS 

The discussion in the previous sections (30-7-2 through 30-7-4) has provided several 
quaJitative approaches for reducing the eddy current loss in inductor and transformer 
windings. However, optimizing the design of a winding requires a quantitative procedure 
for implementing these suggestions and assessing their benefits. Such a procedure has 
been developed that relates the power dissipated in the winding or section of winding to 
geometry of the winding (conductor cross-sectionaJ dimensions, number of turns, and 
number of layers) and the skin depth of the winding conductor. [3,4] The procedure is 
based on a fairly generaJ analysis that includes nonuniform magnetic fields across the 
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cross-sectional area of the conductor, skin effect, and eddy current screening. The goal of 
the procedure is to find the combination of optimum conductor diameter or thickness and 
number of layers so that the total winding loss, dc and eddy current, is minimized. 

The procedure is based on the set of curves shown in Fig. 30-19 of normalized power 
dissipation in the winding as a function of a normalized variable <I> with the number of 
layers m in the winding section as a parameter. The normalized power dissipation is 
defined as 

10 
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Figure 30-19 Normalized power dissipation in a winding or winding 
section as a function of 4> = ~hI& with the number of layers m as 
a parameter. The normalizing value of power is Rdc,h_S(lrrns)2. 

(30-48) 
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where Rdc ,h=8 is the dc resistance of the winding when the conductor diameter or thick­
ness is equal to the skin depth. The parameter 4> is given by 

~h 
4> = -8 - (30-49) 

In this equation, h is the effective conductor height, 8 is the skin depth given by Eq. 30-3, 
and F[ is copper layer factor. For a rectangular conductor such as shown in Fig. 30-20a, 
the effective conductor height is the actual height h. For round conductors the effective 
conductor height is [yl.;i4Jd where d is the conductor diameter. The parameter m in Fig. 
30-19 is the number of layers in the winding section under consideration. The copper layer 
factor is the fraction of the layer width (or equivalently the winding window height, see 
Fig. 30-6) hw that is occupied by copper. For the winding made with rectangular con­
ductor shown in Fig. 30-20a, the copper layer factor is b/bo and for the round conductors 
shown in Fig. 30-20b, the F[ = dido. The dimensions bo and do in Fig. 30-20 include the 
insulation on the conductor. For a layer composed of a single tum of foil conductor, the 
layer factor would equal unity. 

A winding or winding portion of m layers has a low-frequency mmf distribution that 
varies linearly from zero on one side of the section to a maximum at the other side. For 
the split primary in Fig. 30-18a, each primary section has Mpr/2 layers where Mpri is the 
total number of layers in the primary. The secondary must also be considered to have two 
portions each having MseJ2 layers. For the winding arrangement shown in Fig. 30-18b, 
the two outside primary sections have Mpr/4 layers while the central primary section is 
considered to be two separate portions each also having Mpr/4Iayers. The two secondary 
sections should each be considered to have two portions each with MseJ4 layers. The 
number of layers in winding sections for other divisions of the primary and secondary 
windings would be found in the same manner. 

±-~I.----------------hw--------------~.I 

h CJ ~I --'- ___ .L.--I ---' 

f I--- b----i 
~bo-----l hw 

N/ turns per layer = b
o 

(a) 

~--------------hw----------------~ 

hw 
N/ turns per layer = do 

(b) 

Figure 30-20 Evaluation of the winding parameters 
for (a) a rectangular (foil) conductor and (b) a round 
conductor. 
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The value of <I> in the graph that corresponds to the minimum in the selected curve 
(selected by the number of layers in the winding section) corresponds to the optimum 
value of conductor diameter or thickness. Setting the conductor thickness or diameter to 
this optimum value results in the resistance factor FR having the optimum value of 1.5. 
The availability of the set of curves in Fig. 30-19 permits several different winding 
designs (number of layers per section, number of sections into which the primary and/or 
the secondary are partitioned, and the type of winding conductor, round or rectangular) to 
be rapidly evaluated. A detailed explanation of how to apply these curves will be given 
in the transformer design procedure section (30-9). 

30-8 TRANSFORMER LEAKAGE INDUCTANCE 

Transformers used in power electronics in most cases should be designed for minimum 
leakage inductance because such inductance may be detrimental to the proper operation of 
the power electronic circuits. The leakage inductance can cause overvoltages in power 
switches at switch tum-off requiring the inclusion of a snubber circuit. The operation of 
some circuit topologies are sensitive to stray or leakage inductance. 

The leakage inductance arises from magnetic flux that does not completely link the 
primary and secondary windings or does not completely link all the turns in the winding 
that generates the flux. An example of leakage flux is shown in Fig. 3-18. The magnetic 
flux shown in the winding window of the inductor in Fig. 30-15 is another example of 
leakage flux. Similarly the flux in the winding window of the simple transformer shown 
in Fig. 30-17 is a leakage flux which results in a leakage inductance. 

The leakage inductance Lleak is defined as 

I 2_
1 f 2 2: Lleak (I pri) - 2: J.Lo H dV 

Vw 

(30-50) 

The volume integration is taken over the winding volume V W. Consider the simple trans­
former shown in Fig. 30-17. The mmf in the winding window is shown in Fig. 30-17 b, 
and from this it is clear that the magnetic field in the window can be written approxi­
matelyas 

(30-51) 

In Eq. 30-51, Nprilpri = Nsec1sec. A volume element for the integral in Eq. 30-51 is dV = 
lwhw dx where lw is the length of tum located at position x in the winding window. The 
length lw increases with position x. However, for simplicity we will consider it to be a 
constant that is equal to the mean tum length in the winding volume. For the double-E 
core used for the transformer in Fig. 30-17, lw = 9a (see Eq. 30-42 and Fig. 30-15). This 
approximation overestimates the tum length for x < bw /2 but compensates for it by 
underestimating the tum length for x > bw /2. Inserting the expressions for Hleak and 
volume element into Eq. 30-51 yields 

1 2 _ 1 fbfl (2NprilpriX)2 
2: Lleak (Ipri) - 2: 2 0 J.Lo hwbw lwhw dx 

_ fJ-o(Npri) 21wbw(lpri)2 
- 6hw (30-52) 
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Dividing both sides of the equation by ~ (lpri)2 yields the expression for L1eak given in Eq. 
30-41. 

If the windings are split or partitioned as shown in Fig. 30-18 in order to reduce the 
eddy current loss, there will also be a reduction in the leakage inductance because of the 
reduction in stored magnetostatic energy resulting from the smaller peak magnetic fields. 
The winding arrangement shown in Fig. 30-lSa has one-fourth the leakage inductance of 
the simple winding arrangement of Fig. 30-17 while the reduction in Fig. 30-lSb is a 
factor of 16. A general expression for the leakage of a split winding arrangement is 

lLo(Npri)2Iwbw 
Lleak :=., 3p2h

w 
(30-53a) 

In this equation p is the number of interfaces between winding sections. A more exact 
treatment that takes into account the insulation between adjacent conductors in the same 
layer yields 

= lLo(Npri)2I
w (bcu ) 

Lleak p2h
w 

3 + bi (30-53b) 

where bi is the interwinding insulation thickness and bcu is the total width of the copper 
in the winding window For the winding arrangement of Fig. 30-lSa, p = 2 and in Fig. 
30-lSb, P = 4. 

30-9 TRANSFORMER DESIGN PROCEDURE 

A methodical step-by-step procedure is outlined for the design of small naturally cooled 
(convection and radiation) transformers used in power electronic applications. A single­
pass procedure is presented that assumes access to a complete database of core charac­
teristics. An iterative procedure, similar to that discussed for the inductor, can also be 
derived for the situation where a complete core database is not available. Heat dissipation 
considerations form an integral part of the design procedure. Eddy current loss is also 
taken into account in the design procedure. In most situations the same type of conductor 
is used for both primary and secondary windings, so we shall assume that keu,pri = keu,sec 
= k eu· 

30-9-1 TRANSFORMER DESIGN FOUNDATION: THE VOLT-AMPERE 
RATING 

The volt-ampere rating, S, of a transformer is defined as S = Vprilpri where Vpri and lpri 

are the rated rms values of voltage and current. Equation 30-40 expresses the voltage Vpri 
in terms of transformer design parameters such as frequency, ftux density, core area, and 
number of turns in the primary winding. If the operating frequency is low so that the skin 
effect can be neglected or if Litz wire is used for the winding, Eq. 30-37 expresses the 
primary current in terms of current density and primary conductor cross-sectional area. 
Using these two equations to construct the volt-ampere product yields 

_ _ N priAcorewB 
S - Vprilpri - V2 JnnsAcu,pri (30-54) 

Equation 30-3S gives the the primary conductor cross-sectional area Aeu,pri in terms of the 
winding area Aw , number of primary turns Npri, and the copper fill factors kcu' Using this 
equation yields 

(30-55) 
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If eddy current loss must be taken into account, then the effective resistance of the 
winding Rae can be found from Fig. 30-19. Equation 30-12 must then be modified to 

_ Rae 2 
p w,sp - 22 R- kcu(Jrms) (30-56) 

de 

Equation 30-55 is the starting point of the transfonner design procedure because it relates 
design requirements (Vpri and [pri) from the circuit application to transfonner design 
variables such as core area, conductor area, flux density, and current density. This 
equation plays the same role in transfonner design as the stored energy value (Eq. 30-23) 
does in inductor design. 

30-9-2 SINGLE-PASS TRANSFORMER DESIGN PROCEDURE 

In this section we present a step-by-step outline of a single-pass (no iterations) transfonner 
design procedure. The procedure relies on the availability of a complete database of core 
characteristics as was required for the single-pass inductor design procedure. A flowchart 
of the design steps is given in Fig. 30-21. An example of the use of the design procedure 
will be given to illustrate the details of the procedure. 

Step 1 Assemble design inputs 

The design inputs consist of the following parameters. 

(a) The rated nns primary voltage Vpri 

(b) The rated nns primary current [pri 

(c) The transfonner turns ration n = NprilNsec 

(d) The operating frequency f 
(e) The maximum body temperature Ts of the transfonner and the maximum ambient 

temperature Ta 

Start 

Assemble design inputs 

End 

Figure 30-21 Flowchart of a single-pass transfonner design 
procedure. The procedure assumes the existence of an extensive 
database of all cores available to the transfonner designer. The 
characteristics include the allowable power dissipation density for the 
design temperature range. 
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The values for the first four parameters are found via design calculations for the specific 
power electronic converter circuit in which the transfonner is to be used. The maximum 
temperatures are detennined from considerations of other temperature-limited compo­
nents that are used in the same circuit, the temperature limitations of the transfonner 
materials, and the environment in which the transfonner must operate. A commonly used 
value of Ts is lOOoe. 

Step 2 Compute the volt-amp rating S 

The second step is to use the design inputs to compute the volt-amp rating of the trans­
fonner. I pri is the maximum nns value of the primary current and V pri is the maximum nns 
value of the primary voltage. 

Step 3 Choose core material, shape, and size 

The third step is to choose the core material and core shape. The considerations are the 
same as for the inductor design procedure described in Section 30-5-3. In particular, if 
ferrite cores are to be used, then the material perfonnance factor shown in Fig. 30-3 
should be an integral part of the selection process. 

The core size is chosen based on the value of S computed in Step 2. The designer 
looks in the core database for the core with the nearest value of 2.22kcuf lrmsBAcoreAw 
that is larger than S. This lookup step assumes that the characteristics of all cores of 
interest have been tabulated in a database such as is illustrated in Table 30-4 . Such a 
database can be constructed independent of any particular transfonner design using the 
methods illustrated in previous sections of this chapter. 

Similar to the inductor design procedure, it is necessary to select a winding conductor 
type (Litz wire, round conductor, etc.) so that the copper fill factor is known in order to 
complete the selection of the core size. Selection of the conductor type will depend on the 
operating frequency and the importance of eddy current losses in the windings. For round 
wire, keu = 0.55 and for Litz wire, kcu = 0.3. If the subsequent design steps described 
below produce an acceptable design, then these steps will be a single-pass procedure. If 
an acceptable design is not produced, then it will be necessary to repeat the design steps 
after either choosing a larger core or choosing a wire type having a larger copper fill 
factor. 

Step 4 Find Reu. and Pap 

The thennal resistance, Rasa (surface-to-ambient) of the transfonner is the next item 
to be found. It can either be looked up in the core database as is shown in Table 30-4 or 
calculated using the approach illustrated in Section 30-4-4. In either case the value of Rasa 

Table 30-4 Database of Core Characteristics Needed for Transformer Design 

J,...at tJ",,.d at 2.22kc.f 
AP= R8 P sp at T, = J(J(J'C Ts = J(J(J'C J""...oA..A""", 

Core No. Material AwA< AT = 6(J'C T. = J(J(J'C andP ... and JOO kHz (j = JOO kHz) 

• • • • • • • • 
8" 3F3 2.1 cm4 9.8°CfW 237 mW/cm3 f!f 3.3 k--

Cu R"" 
170 mT 2.6 X 103 ~kcuRdc 

Rac 
Afrmn2 V-A 

• • • • • • • • 
aCore number 8 is the same as listed in Table 30-3. 
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must confonn to the specified temperatures Ts and Ta. For the same reasons as detailed in 
the inductor design procedure, we assume unifonn power dissipation in the transfonner 
and thus the allowable specific power densities in the winding, P W,SP' equals that in the 
core, Pcore,sp = Psp- The value of Psp that can be dissipated in the core and windings can 
either be found in the core database or calculated using Eq. 30-26. 

Step 5 Specify core flux density and number of primary and secondary turns 

The core flux density B is found using the core database (Table 30-4). Otherwise B 
can be found using the allowable value of specific power density dissipation, Psp' esti­
mated in Step 5 in conjunction with data such as Fig. 30-2 or Eq. 30-2, which are 
provided by the core manufacturer. The number of turns, Npri ' needed in the primary 
winding are found using Eq. 30-40 using the flux density value B just found in this step. 
The number of turns in the secondary, Nsec , are found using the specified turns ratio n = 
NprilNsec · 

Step 6a Determine primary and secondary conductor sizes: eddy currents ne­
glected 

The type of winding conductor, round wire, Litz wire, and so forth has already been 
tentatively chosen in Step 3, thus the copper fill factor is known. The required areas, 
Acu,pri and Acu,sec' of the,primary and secondary conductors are then found using Eqs. 
30-38 and 30-39 and the values of Npri and Nsec found in Step 5. 

There is an alternative way to estimate the conductor areas. If the operating frequency 
is low so that eddy currents can be neglected or if Litz wire is used, the allowable current 
density Jrms can be estimated using the core database (Table 30-4), or by inverting Eq. 
30-12. The areas Aeu,pri and Acu,sec of the winding conductors can then be estimated from 
Eq. 30-37a. 

The two seemingly separate ways of calculating the required winding conductor 
cross-sectional areas are not in conflict. They both yield the same result. This is demon­
strated in the problems at the end of the chapter. 

Step 6b Determine primary and secondary conductor sizes: eddy currents 
included 

When eddy current losses are included in the design procedure, only solid conductors 
of either round or rectangular cross section will be considered for use in the primary and 
secondary windings. We assume that if Litz wire is used because of eddy current loss 
concerns, the diameter of the strands that make up the Litz wire are much smaller than a 
skin depth so that the low-frequency design procedure is appropriate. Both round and 
rectangular conductors initially will be considered in the winding design before a final 
choice is made. For round wire kcu = 0.55 while for rectangular wire or foils kcu = 0.6. 

The conductor cross-sectional areas are found by one of two equivalent methods. 
Since the number of primary and secondary turns, Npri andNsec were found in Step 5, Eqs. 
30-38 and 30-39 can be used to find the areas. Alternatively, the allowable current density 

Jrms is found using the Jrms column in the core database with YRaclRdc = m and this 
wue of Jrms is used in Eq. 30-37a to find the required areas. 

To complete the sizing of the conductors, it is necessary to choose the dimensions of 
the conductor so that the cross-sectional area requirements are satisfied simultaneously 
within the constraints of Fig. 30-19. This figure indicates that many different conductor 
dimensions may satisfy the condition YRaJRdc = m depending on how many layers 
there are in each transfonner winding section. An iterative procedure will be needed in 
order to find an acceptable combination of conductor dimensions and number of layers per 
section. 
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To begin the iterative process, it is convenient to assume a single tum per layer and 
to have the winding split into only two sections, a primary section with Npri layers and a 
secondary section with Nsec layers. The required thickness h of the primary conductor is 

Ac . 
A F 1.h h -- ~ Cu.pri = ['Ow or 

F[hw 
(30-57) 

where F[ is the copper layer factor (or layer utilization factor) and hw is the bobbin height. 
A typical value of F[ is 0.9 for a rectangular conductor or foil. The next step is to compute 
the normalized conductor thickness, which is given by Eq. 30-49. Figure 30-19 is then 
used to find the optimum value of <I> for Npri layers in the primary winding section. If the 
optimum value is the same or somewhat (10-20%) larger than the value found in Eq. 
30-49, then the initial design is usable. If the optimum value is substantially smaller than 
the value found using Eq. 30-49, then the primary winding will have to be sectionalized 
so that the number of layers per section is reduced. 

In the next (second) iteration, we will split the primary into two sections, and the 
secondary is sandwiched between the two primary sections as illustrated in Fig. 30-l8a. 
For purposes of using Fig. 30-19, the secondary section must be also considered to be split 
into two sections as well as ~e primary, with one-half of the secondary being associated 
with one-half of the original primary and the number of layers in each primary and 
secondary section being a factor of 2 smaller than the first iteration. The same procedure 
as described in the preceding paragraph is repeated, and the optimum value of <I> is again 
checked against the value calculated using Eq. 30-49. The process is repeated until the 
optimum value of <I> is equal to or somewhat larger than the value estimated using Eq. 
30-49. 

If the optimum value of <I> is substantially (approaching a factor of 2) larger than the 
value estimated by Eq. 30-49, then it may be possible to have two or more turns per layer 
in the winding. If two turns per layer are used, then the number of layers in the section 
will be reduced by a factor of 2. The iterative process should be repeated assuming two 
or more turns per layer and continued until the optimum value of <I> equals or moderately 
exceeds the prediction of Eq. 30-49. 

Once the primary winding has been satisfactorily designed, it will be necessary to 
repeat the same process for the secondary winding. Depending on the turns ratio, it may 
be necessary to adjust the number of primary and secondary turns either up or down from 
the values estimated in Step 5 so that the required sectioning of the windings can be done. 
Additionally it may be necessary to return to the primary winding design and adjust it so 
that the primary and secondary windings are compatible. 

The iterative process needed to find the conductor dimensions seems complex. How­
ever, the fact that the number of turns must be an integer and the number of turns per layer 
must be an integer limits the number of feasible winding arrangements and thus keeps the 
number of iterations to a small number. A detailed application of the procedure is given 
in an example in a later section of this chapter. The complication of the design procedure 
by the use of solid conductors in the presence of eddy current loss is justified in most 
situations because Litz wire is considerably more expensive than solid conductors and has 
a much poorer copper fill factor. 

Step 7 Estimation of leakage inductance 

The leakage inductance is found using Eq. 30-53. 

Step 8 Estimate of maximum V -I rating, Smax' of selected core 

The maximum V-I rating Smax of the selected core is given by 

Smax = 2.2kcufAcoreAwJrmsB (30-58) 
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The transformer V-I rating S = Vpri/pri should be less than Smax if the design procedure 
has been properly followed but greater than the Smax of the next available smaller core. 
If S is significantly Jess than Smax (say S < 0.8 Smax). then the next step in the design 
procedure will lower Smax. and savings in copper winding cost and weight will be real­
ized. The occurrence of S being significantly less than SmaJl is likely when only a relative 
few numbers of cores are available in the database and thus relatively large differences in 
their attainable volt-ampere ratings. If S is smaller than the Smax of the next smaller core 
size. then the design procedure repeated with the smaller core size. 

Step 9 Adjustment of S_ 

The value of Smax can be reduced by decreasing the number of turns in the primary 
and secondary windings if the voltage is too large. If the current is too large. the copper 
area can be reduced. Either step will reduce the copper weight and volume and thus the 
copper costs. 

In the unlikely event that S is significantly greater than SmaJl (say S > 1.2 Smax) but 
still less than the Smax of the next available larger core, then Smax should be increased. 
This could most easily be done by increasing the specifc power density in the winding 
p sP•w ' This will increase the temperature of the transformer by a small amount above the 
design limit. but if it is not too large. it may be preferrable to going to a larger core. If 
S is greater than the Smax of the next available core size. the design procedure should be 
repeated with the larger core size. 

30-9-3 TRANSFORMER DESIGN EXAMPLE 

As an example of the design procedure, the transformer analyzed in Section 30-6 will be 
"designed" using the step-by-step sequence just described. 

Step 1 Design inputs 

I pri = 4 A rms sine wave current. 
V pri = 300 V rms sine wave voltage. 
Frequency f = 100 kHz. 
Turns ration NprlNsec = n = 4. 
Maximum temperatures Ts = 100°C and To = 40°C. 

Step 2 Transformer volt.ampere rating S 

S = Vpri/pri = (300 V) (4 A) = 1200 V-A 

Step 3 Choose core material, shape, and size 

The relatively high operating frequency suggests that a ferrite core be used. The 
performance factor curves for ferrite materials in Fig. 30-3 indicates that at this frequency, 
the 3F3 ferrite is the best choice. A double-E core is chosen for the core shape. 

From the core database (Table 30-4), core 8 with a = 1 em has 2.22kcJIJAcor:eAw 
equal to (2.6 X 1<P) ~ YRoc/R8£ V-A. This value is ~ter than S = 1200 V-A for 
all values of copper fill factor larger than kcu = 0.21 if YRdcIR8£ = 1 or greater than 

I 
S = 1200 V-A for kcu > 0.32 if YRdclRat = • {;'"";. 

V 1.5 

Step 4 Find R ... and P 8p 

Using the core database (Table 30-4), Rasa = 9.8°CIW and Psp = 237 mW/cm3
• 
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Step S Specify core 8m density and number of primary and secondary turns 

Using the core database (Table 30-4), the maximum core flux density iJ = 170 mT. 
Using this value in Eq. 30-40 along with the design inputs V pri' = 300 V2 = 424 V and 
w = (211')(100 kHz) and using Acme = 1.5 cm2 yields 

Vpri 424 
Npri = A = (I.5 x IO 4 m2)(21r)(lOS Hz)(O.l7 T) = 26.5 ::= 24 turns 

AcorewB core 

The number of primary turns is rounded down to 24 because of the requirement that the 
number of turns be an integer divisible by 4. The number of secondary turns is N sec = 
Npr/n = 24/4 ::= 6. We could have chosen Npri = 28 but that would have made Nsec ::= 7. 
which meant that the secondary would probably either be a single section of seven layers 
or seven sections of I layer. This would have greatly reduced the flexibilty in designing 
a sectionalized transformer winding. 

The number of primary and secondary turns estimated here are somewhat less than 
the example of Section 30-6 because the winding window in that example was assumed 
to be completely filled. In this design procedure it was found unnecessary to completely 
fill the window. The reason for this difference is that the core loss in this example was set 
at the maximum of 237 mW/cm3 whereas in the example of Section 30-6, the core losses 
were only 140 mW/cm3

. The lower losses in Section 30-6 meant lower values of flux 
density and thus more turns were needed to achieve the desired primary and secondary 
voltages. 

Step 6a Specify primary and secondary conductor sizes: foil conductors 

The frequency is high enough to make it necessary to consider eddy current losses in 
the design procedure if solid copper conductors are to be used or else Litz wire must be 
used. Initially we shall try to design with solid rectangular (foil) copper conductors in­
stead of Litz wire in order to minimize copper costs. The allowable current density J nns 

is, using the core database and assuming that rectangular conductors have a copper fill 
factor kcu = 0.6, 

3.3 2 
Jrms = ~ 1r6" ~ = 3.5 A/mm v .ov 1.5 

The area of the primary conductor AcU,pri = (4 A)/(3.S Almm2
) = US mm2

• The 
area of the conductor for the secondary winding is Acu,sec = nAeu,pri = (4)( l.IS mm2

) 

= 4.6 mm2. 

To minimize the number of iterations needed to reach a practical design. we will use 
Fig. 30-19 to estimate the number of layers needed per section to obtain the required 
conductor areas. We assume that the rectangular conductors have a layer factor FI = 0.9 
and that we use a single turn per layer. The skin depth 8 = 0.24 mm in copper at 100 kHz 
and 100°C. The required thickness h of the primary conductor is 

Acu,pri = l.lS mm2 
::= (0.90) (20 mm) (h) or h = 0.064 mm 

The value of the normalized primary conductor thickness is 

,,~h 0.064 
v O.9 8 = (0.9S) 0.24 = 0.2S 

Examination of Fig. 30-19 indicates a single primary section composed of 24 layers. one 
turn per layer has an optimum normalized thickness value of approximately y'([9 hiS = 
0.3, thus meeting the requirement. 
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The required thickness of the secondary conductor is 

Acu,scc = 4.6 mm2 = (0.90) (20 mm) (h) or h = 0.256 mm 

The value of the nonnalized secondary conductor thickness is 

h 0.256 
\t"Q9 8 = (0.95) 0.24 = 1.01 

Examination of Fig. 30-19 indicates that this requirement can be met if there are two 
layers per section of secondary winding. This means that the secondary winding will be 
composed of three sections, each with two layers and each layer having a single tum. 

To be compatible with this, the primary winding will have four sections as shown in 
Fig. 30-22. The two center primary sections would have eight layers and the two outer 
sections would have four layers, assuming a single ~r layer. The optimum value of 
nonnalized conductor thickness for eight layers is VO.9 hI& = 0.5. This value is nearly 
twice as large as needed, and it suggests that we could have more than one tum per layer. 
Based on previous experience, we will try using four turns per layer of primary winding 
which will result in the outer primary sections each with one layer of four turns and the 
two inner primary sections having two layers of four turns each. The required thickness 
h for four per layer is Aeu,pri = 1.15 mm2 = (0.90) (5 mm) (h) or h = 0.256 mm and the 
nonnalized thickness is (0.95) 0.256/0.24 = 1.01. The optimum value of \t"Q9 hiS for 
two layer is \t"Q9 hiS = 1.0. Hence the two inner primary sections are optimally 
designed. The two outer sections, having only one layer, have a slightly increased value 
of RaJ;;/Rdc of about 1.7 (estimated from Fig. 30-19), which is only about 20% larger than 
the optimum value of 1.5. Overall the primary winding has a nearly optimum value of 
RaJ;;/Rdc· 

The final design for the transfonner winding is shown in Fig. 30-22 along with the 
corresponding mmf diagram. The primary is divided into four sections, with the central 
two sections having two layers and the outer two sections having one layer. Each layer has 

mmf 

PS P S P SP 
6333336 

Figure 30-22 Sandwich winding 
1-L---\----jr--+-+-+-l--4~- % arrangement required for the transfonner 

design example wound with solid copper 
conductors. Rectangular or foil conductors 
are used on both secondary and primary 
windings, and the resulting mmf 
distribution is also shown. 
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four turns, and the thickness of the primary conductor is 0.26 mm and the width is 5 mm. 
The secondary is divided into three sections, two layers per section with one tum 
per layer. The secondary conductor is approximately 20 mm wide and has a thickness 
h = 0.26 mm. 

This arrangement should only be considered as a starting point of the final design. 
Practical fabrication considerations may require design modifications such as narrower 
primary winding widths, and so forth. 

Step 6b Determine primary and secondary conductor sizes: Litz wire 

The complicated winding geometry needed for a solid conductor winding behooves 
us to consider a transformer wound with Litz wire. In this case the design procedure for 
the winding is simpler. The allowable current density Jrms,ra1J!d' using the core database 
and assuming a copper fill factor for Litz wire of keu = 0.3, is 

3.3 2 
Jrms.rared = Y.3 :; 6 Nmm 

The area of the primary conductor Acu,pri = (4 A)/(6 Nmm2) = 0.67 mm2
• The area of 

the con~uctor for the secondary winding is Aeu,sec = nAcu,pri = (4)(0.67 mm2
) 

2.7 mm. 
The approximate diameter of a Litz wire bundle having a copper area of 0.67 mm2 

is approximately 

(4)(0.67 mm2) 

(1T)(0.3) :::: 1.69 mm 

while that of the secondary conductor is 3.37 mm. The diameter of the secondary is 
somewhat larger than conventionally available Litz wires and thus would either be a 
special order or would have to be made by hand by the person making the transformer. 
There is also some question as to whether such a large diameter wire bundle can be made 
to fit into the limited winding window area. The next larger core size would ease the 
problem of fitting the wire bundles into the winding window. 

Step 7 Estimate leakage inductance 

For the winding geometry shown in Fig. 30-22a, the leakage inductance, using Eq. 
30-53a with all dimensions in cm and tJ.o = 41T X 10-9 H/cm, is 

(41T x 10-9)(24)2(9)(0.7)(1) 
Lleak = (3)(62)(2) = 0.2 tJ.H 

If Litz wire is used in simple winding arrangement of Fig. 30-17, there is only one 
interface between windings so P = 1 in Eq. 30-53a and the leakage inductance is Lleak 
8.1 tJ.H. 

Step 8 Maximum V -I rating Smu: for selected core 

The maximum V-I rating for the core selected for the transformer when solid rect­
angular conductors are used for the winding is given by Eq. 30-55 or the right-most entry 
in Table 30-4. The value Smax using the entry from Table 30-4 is 

Smax = 2.6 x lW ~k~=dt;; = 2.6 x 103 #S 1644 V-A 

For the Litz wire winding, Smax is given by Eq. 30-58 with keu = 0.3 and has the value 
Smax :::: 1,424 V-A. The better copper fill factor of the solid conductor accounts for the 
larger Smax value. 
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Step 9 Adjustment of Smu 

The V-I rating needed for the transformer is 1200 V-A, which is somewhat smaller 
than the 5mBJ( of the selected core. In principle, this would permit a reduction in the 
number of turns or in the copper conductor areas and thus a savings in copper cost and 
weight. However, in this case S is only marginally smaller than 5mBJ( (about 25% smaller 
in the case of the solid conductor windings). lt is questionable whether there is much to 
be gained in reducing 5mBJ( especially if only a few such transformers are to be fabricated. 

30-10 COMPARISON OF TRANSFORMER AND INDUCTOR SIZES 

For a specific core, a useful comparison of the inductor size (value of inductance) to the 
transformer size (V-I rating) can be made. Assuming the same operating frequency so 
that the maximum flux density is the same in both the inductor and transformer, the 
inductance-current product Eq. 30-23 is equal to the transformer V-I rating S, Eq. 30-55 
divided by the parameter 2.21 where I is the frequency of operation. Thus 

S • 
2.21 = Ulrms = kcuAcAwJrmoB (30-59) 

or 

S = 2.21111rmo (30-60) 

Given the inductance and inductor currents, it is possible to equate the inductor size to that 
of a transformer at a frequency I whose volt-ampere rating S can be calculated using Eq. 
30-55. If the comparison is made for sinewave currents in the inductor and transformer, 
then j = v'2I rms and Eq. 30-60 becomes 

S = TrIU~ (30-61) 

SUMMARY 

This chapter has discussed the design and fabrication of inductors and transformers 
intended for high-frequency (tens of kilohertz to megahertz) operation in power electronic 
circuits. The important conclusions follow. 

I. Magnetic materials used for the cores of inductors and transformers have two types of 
electrical losses, eddy current losses due to finite electrical conductivity and hysteresis 
(magnetic) losses. High-frequency operation mandates the use of ferrites, which have 
large electrical resistivity and thus have only magnetic losses. 

2. Magnetic cores are available in a wide variety of shapes and sizes and materials to suit 
almost any application. 

3. Windings for inductors and transformers are made from copper wire, which is avail­
able in a wide range of sizes and geometric shapes in order to minimize electrical 
losses. The copper losses include not only dc resistance losses but additional ohmic 
losses caused by nonuniform current density concentrations arising from the proximity 
effect and skin effect. 

4. The maximum permissible temperature of an inductor or transformer is approximately 
100°C and is limited by both magnetic material and winding insulation material con­
siderations. This temperature limit along with the surface-to-ambient thermal resis­
tance of the component limit the average power dissipation density (W/cm3) in the 
component. 
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5. The power dissipation density limit translates into a maximum current density limit in 
the copper windings and a maximum peak ac flux density in the core material. 

6. A single-pass inductor design procedure can be developed that is based on the inductor 
stored energy value and the existence of a complete database of properties of available 
cores. This database incudes thermal resistance, current density limits, flux density 
limits, and so forth. In the absence of such a complete database, the procedure 
becomes an iterative design method. 

7. Minimizing copper winding losses at high frequencies requires special efforts includ­
ing the use of Litz wire and sectionalizing the primary and secondary windings in a 
transformer. A procedure is described for the optimum manner in which to sectionalize 
a transformer winding. 

8. A single-pass transformer design procedure is developed that is based on the volt-amp 
rating of the transformer and the existence of a complete database of properties of 
available cores. In the absence of such a database, the procedure becomes an iterative 
design method. 

PROBLEMS 

30-1 A core such as shown in Fig. 30-5 is made from magnetic steel laminations whose outer dimensions 
are 4 cm on a side and whose inner dimensions (the winding window) are 2 cm on a side. The 
laminations are 0.25 mm thick and the stacking factor is 0.95. Forty such laminations are used to 
make the core. The resistivity of the core Pcore = 30 f,Iil-cm and the relative permeability is 900. 
An inductor winding wound on the core produces a sinusoidal flux density fj = 0.5 T at a frequency 
of 100 Hz. 

(a) What is the skin depth in the core? 

(b) What are the total average core losses due to the eddy currents? 

30-2 Assume that the maximum surface temperature T. of the core of Problem 30-1 cannot exceed 100°C 
and that the ambient To never exceeds 4O"C. Model the core as a solid rectangular parallelpiped 
whose outer dimensions are those given in the previous problem and assume an emissivity E = 0.9. 

(a) What are the maximum allowable core losses per cubic centimeter? 

(b) What is the allowable fj at a frequency of 800 Hz? 

30-3 What is the ratio of energy stored in the air gap to the energy stored in the core of the example 
inductor analyzed Section 30-4? Assume a relative permeability ILr = 200 for the ferrite. 

30-4 Design an iterative transformer design procedure for the situation where a complete core database 
is not available. Show the design procedure flowchart and state reasonable values for any initial 
values of parameters to get the iteration launched. Use the inductor iterative design procedure as a 
model. 

30-5 An inductance of 750 ILH is needed for a power electronic converter operating at 100 kHz. A 
sinusoidal current of 5 A rms maximum flows through the inductor. The only core available is a 
double-E core having a dimension a = 1.5 cm and made from 3F3 ferrite material. The maximum 
surface temperature T. s 125°C and the ambient To S 35°C. A core database is shown below. Litz 
wire is used for the winding. 

a (cm) Aw (cm2
) Acore (cm2

) V w (err?) V core (cm3
) Resa eCfW) 

1.5 3.15 3.38 34.1 45.6 3.4 

(a) Determine the maximum inductance Lmax that can be wound on the core. 

(b) Determine the required air-gap length Ig that will result in the maximum core flux density 
when the current in the inductor is maximum (5 A rms). Assume four distributed gaps. 

30-6 Verify Eq. (30-12a) for copper at lOOOC. Assume Peu (l00°C) = 2.2 X 1O-8 0-m. 

30-7 Show that 8cu (lOO°C) = 75IVt(mm) where/is in hertz. 
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30-8 An inductor that has winding loss and core loss can be modeled with an equivalent circuit consisting 
of an inductance L in series with a resistance R. For the example inductor examined in Section 30-4, 
find the value of resistor R in the equivalent circuit. Assume that the current in the inductor is at the 
maximum value of 4 A rms. 

30-9 Estimate the quality factor Q of the inductor of Problem 30-8. Assume a frequency of 100 kHz, the 
same specified in Section 30-4. 

30-10 What is the ac voltage across the inductor of Problems 30-8 and 30-9 at a frequency of 100 kHz? 

30-11 An inductor is used in a circuit that causes the core flux to have the waveshape shown in Fig. 30-1 
with Bavs = 200 mT and B = 300 mT. The ripple frequency is 400 kHz and the core material is 
3F3 whose loss characteristic is shown in Fig. 30-2. Find the specific power loss in the inductor 
core. 

30-12 Assume that the inductor of Problem 30-11 can be modeled as a cube that is 2 cm on each side. The 
inductor is black and has an emissivity of 0.9. Find the surface temperature T. of the inductor if the 
ambient temperature Ta = 4Ooe. (Several iterations of assuming a trial value of Ts' calculating Resa , 

and then calculating a corrected value of T. may be necessary.) Assume Pc,sp = Pw,sp' 

30-13 The inductor of Problem 30-11 is used in a different circuit that causes a flux density B(/) = B 
sin(wt) with B = 300 mT and the frequency f = 100 kHz. The inductor can still be modeled as a 
cube as was done in Problem 30-12. 

(a) Find the specific core loss P sp,core' 

(b) The surface temperature Ts is to be held at 900e when the ambient temperature Ta = 30oe. The 
inductor can be mounted on a heat sink, if necessary, to provide an additional heat flow path 
to keep the inductor temperature at 9Ooe. Determine if the heat sink is needed and if so, what 
the thermal resistance of the heat sink should be. 

30-14 An inductor is used in a circuit that causes the maximum inductor current to be Irma = 8 A (sine 
wave). The inductor is identical to that discussed in Section 30-4 except that the number of turns 
N = 33 and the copper area Acu = 1. 28 mm2

• What is the value of the inductance L? Assume that 
the same type of conductor is used in both inductors. 

30-15 An inductor is to be designed to have a value L = 150 jJ.H. The current through the inductor is to 
be Irma = 4 A (sine wave) at a frequency of 100 kHz. The inductor is wound on the same core 
(a = 1 cm) as was used in the example of Section 30-4. Assume that the air-gap length Ig remains 
constant at the value Ig = 3 mm found in Section 30-4. Find the required number of turns N. 

30-16 Assume that the inductor of Problem 30-15 has the same surface area as the inductor discussed in 
Section 30-4, the same maximum surface temperature of loooe, and that the average length of each 
turn is the same as the inductor of Section 30-4. If the power dissipated in the winding P w = 3.17 
W for the inductor of Problem 30-15, find the following: 

(a) The current density in the winding of the new inductor. 

(b) The ratio of the copper weight in the new inductor to that of the inductor of Section 30-4. 

30-17 The inductor of Problem 30-15 dissipates a total power PIDt = 6.3 W. The current Irma = 4 A (sine 
wave) at a frequency of 100 kHz. Find the following: 

(a) The current density in the winding of the new inductor. 

(b) The ratio of the copper weight in the new inductor to that of the inductor of Section 30-4. 

30-18 The air-gap length Ig for the inductor of Problem 30-15 is reduced to keep the core flux Beare 
constant at 177 mT. Find the number of turns N now needed to realize an inductance L = 150 jJ.H. 

30-19 Assume that the inductor of Problem 30-18 has the same surface area as the inductor of Section 30-4 
and the same temperature difference T. - Ta. Find the following: 

(a) The current density in the winding of the new inductor. 

(b) The ratio of the copper weight in the new inductor to that of the inductor of Section 30-4. 

30-20 An inductor is to be made using an double-E core similiar to that in Fig. 30-6 where d = 1.5a. 
However, the window dimensions ha = 2.5ba are independent of a. AssumeNAcu = 0.2Aa where 
Aa = 2.5b~ is the window area. The maximum current density Jrma = 6.25 Almm2

, the peak flux 
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density B"" = 0.2 Wb/m2
, the inductance L = 0.3 mH, and the maximum current in the inductor 

is 4 A rms (sine wave). 

(a) Find ba and ha as functions of the number of turns N. 

(b) Find a and d as functions of the number of turns N. 

(c) Find V", and V core as functions of N. 

(d) Plot V", + V""", as a functions of N. For what value of N is the total volume a minimum? 

(e) Assume that the cost of the (Litz) winding copper material per unit volume is twice the cost of 
the core material per unit volume. For what value of N is the cost of the inductor material (core 
plus winding) a minimum? 

30-21 The objective of this problem is to show that the volt-ampere rating of a transformer, given by Eq. 
30-55, is approximately a maximum when the power dissipation density in the transformer is 
uniform, that is, when P "'.sP equals P core •• p' This result also applies to inductors. 

(a) Show that Inns = y'PT(l - a)lV",C ... kcu where Vw is the winding volume and C", is a 
numerical constant. 

(b) Show that BlIC = [PTaIV C(JR,cJL3JO.4 where V C<Jre is the core volume, Cc is a numerical 

constant, a = :;, and Pc is the power dissipated in the core. 

(c) Use the results of parts (a) and (b) to show that S is a maximum when a = 0.44. 

(d) Graph S(a)lSmax for 0.1 < a < 0.9. For what range of a is the ratio> 0.9, that is, for what 
range of a is Sea) > 0.9 SmJII;''? 

(e) What is a and P ",.spIPc•sp for the transformer designed in Section 30-9-3? 

30-22 In the discussion of the transformer design procedure, two seemingly different ways of finding the 
required cross-sectional area, Acu,pri' of the winding conductors were presented (Eqs. 30-37a and 
30-38). Demonstrate that these two ways are equivalent by showing that each method yields the 
same values for the areas. (Hint: recall that the transformer is designed subject to the constraint of 
the volt-ampere product.) 

30-23 An equivalent circuit for a transformer is given in Fig. 3-2Ib. Find numerical values for the 
components of this circuit using the transformer designed in Section 30-9-3, which uses solid 
rectangular conductors. Split the leakage inductance into two equal values and assume JLr = 200 for 
the ferrite core. 

30-24 Repeat Problem 30-23 for the transformer wound with Litz wire. 

30-25 The transformer designed in Section 30-9-3 is to be used at a frequency of 300 kHz. Otherwise all 
other input electrical parameters remain the same. What will be the temperature T. of the trans­
former? Assume Litz wire is used for the windings. 
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ac-dc converter, IO 
ac voltage waveform, phase-controlled 

converters, 138, 150 
distortion, 99, 153 
line notching, 150 
See also Harmonic, voltage distortion 

Acceptor impurity, 509 
Accumulation layer resistance, 589 
Active current shaping, 488, 498 
Active filters, 480 
Active harmonic filtering, 480 
Active region, BJT, 550 
Active region, MOSFET, 576 
Adjustable-speed drives, 391, 399 
Aerospace applications, 8 
Air conditioning, 451 
Air-gap in inductors, 764 
Aluminum electrolytic capacitor, 726 
Ampere's law, 46 
Amplitude modulation ratio, ma , 203 
Anode shorting structure, GTO, 615 
Anode tail current (GTO), 622 
Antisaturation diode, 70 I 
Antisymmetric IGBT, 629 
Apparent power, S. 35 
Applications, 7 
Arc welding, 457 
Area product, inductor/transformer, 751 
Armature current, 278 

discontinuous, 393 
form factor, 382 
ripple, 388 

Armature winding, 377 
Asymmetrical silicon-controlled rectifier 

(ASCR),20 
Asynchronous PWM, 208 
ATP, 72 
Auger recombination, 511, 533 
Avalanche breakdown, 520 
Average inductor voltage, 44 
Average on-state power loss, 23 

Average power, 34, 35,42 
Average switching power loss, 23 

Back-emf, 378 
Backporch current, GTO, 617, 619 
Back-ta-back connected converters, 122, 393 
Ballast, fluorescent lighting, 452 
Base width (thickness), 551 
Base width (thickness) modulation, 563 
Basic rectifier concepts, 80 
Battery, 359 

constant charging current, 360 
lead-acid, 359 
trickle charged, 359 

Beta, 547, 552 
fall-off at large currents, 552 

Bipolar junction transistor (BIT), 546 
npn,24,546 
pnp.546 

Bipolar static induction thyristor (BSI Thy), 
646 

Bipolar static induction transistor (BSIT), 
645 

Bipolar voltage switching PWM, 190, 212, 
388 

BIT. See Bipolar junction transistor 
Blanking time, 189,387, 719 

effect of, 236 
nonlinearity, 389 

Blocking gain, 643, 648 
Bobbin, 750, 751 
Body-source junction, 571, 574, 590, 627 
Body-spreading resistance, 632 
Body-to-source short, 572, 574, 590 
Bond (bonding), covalent, 508, 521 
Boost converter, 172 
Braking,413,421,426 
Breakdown: 

avalanche, 520 
primary, 550 
second(ary), 550, 563 
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Breakover current, 598 
Bridge converter, twelve-pulse, 153, 461 
Brushless-dc motors, 435 
Buck converter, 164 
Buck-boost converter, 178 

Capacitance, space charge, 536 
Capacitive snubber, 671 
Capacitor discharge time constant, 686 
Capacitor lifetime, 727 
Carbon brush, 378 
Carrier, charge, 507 
Carrier frequency, 203 
Carrier injection, 519 
Carrier mobility, 512, 533 
Carrier sweep-out, 537 
Cascode switching circuit, 710 
Cathode shorts, 609 
C-cores, 750 
Center-tapped transformer winding, 221 
Centrifugal pump, 399 
Ceramic capacitor, 728 
Channel, 571, 578 
Channel resistance, 589 
Channel-to-source voltage, 578 
Circuit-commutated recovery time, Iq' 19, 

137, 149 
Circuit layout, 722 
Class-E converters, 253, 271 

nonoptimum mode, 272 
optimum mode, 271 

Collector drift region, 546, 554 
Commercial applications, 8 
Common-mode noise, 357, 500 
Commutation circuits, 716 
Commutation failure, 137 
Commutation interval, U, 131, 144 
Commutator arcing, 383 
Commutator segment, 378 
Conducted noise, 500 

common mode, 500 
differential mode, 500 
line impedance stabilization network 

(LISN),501 
Conductivity modulation, 528, 531, 553, 602, 

631 
Contact potential, 516 
Controllable switch, 16, 20 

comparison, 29 
desired characteristics, 20 
switching times, 22, 23 

Convection, 740 
Convention, symbol, 14 
Converter, 9 

classification, 9 
Copper strips, bus-bar, 724 

Core: 
area, 751 
database, 762 
loss, 320, 745 
materials, 744 
shapes, 750 
sizes, 750 

Coupling mechanism, 369 
Coupling ratio, 369 
Covalent bond, 508, 521 
Creepage distance, 724 
Crest factor, 42 
Crossover frequency, 333 
Crowbarring technique, 624 
CUk converter, 184, 195 
Current control, 241 

constant frequency, 242, 339, 492 
constant off-time control, 338 
discontinuous, 241, 338, 492 
tolerance-band, 147 
variable tolerance-band, 492 

Current crowding, 547, 553, 565 
Current fall time, 1ft , 22 
Current filament, 564 
Current gain, 24 
Current harmonics, 461, 484 
Current limiting, 343, 373, 374, 423 
Current-mode control, 337, 491, 497 
> See also Current-regulated 

Current ratio, 485 
Current-regulated: 

modulation, 241, 373 
voltage source converter, 373, 440 
voltage source inverter (CR-VSI), 424, 442 
See also Current-mode control 

Current rise time, Iri' 22 
Current sensor, 726 
Current-source, 456 

dc-dc converter, 319 
inverters (CSI), 2m, 418, 425, 456 
parallel-resonant converter, 253 
parallel-resonant dc-to-ac inverter, 269, 456 

Current tailing. See Tailing current 
Cycloconverter, 445 
Cylindrical junction, 528 

dldl limiter, 394 
Darlington connection, 24, 547 

See also Monolithic Darlington (MD) 
dc blocking capacitor, 211 
dc-dc converters, 10, 161 

boost, 172 
buck, 164 
buck-boost, 178 
comparison, 195 
control, 162 



CUk, 184 
current-source, 319 
electrical isolation, 304 
full-bridge, 188 
step-down, 164 
step-down/up, 178 
step-up, 172 

dc motor drives, 377 
adjustable speed, 391 
dc motors, 377 
discontinuous current, effect of, 393 
field weakening, 394 
nonlinearity due to blanking time, 389 
permanent-magnet motors, 380 
power electronic converter, 386 
power factor, 395 
separately excited field winding, 381 
servo drives, 383 
torque constant, kt • kT • 378, 380 
torque pulsations, 383 
transfer function model, 383 
voltage constant ke • kE • 378, 380 

dc servo drive, 383 
dc-side current id in switch-mode inverters, 

213, 218, 234 
dc-to-ac inverters. See Switch-mode dc-to-ac 

inverters 
dc-to-dc switch-mode converters. See dc-dc 

converters 
Dead zone, 390 
Delay angle, 125 
Demagnetizing winding, 312 
Density: 

acceptor, 510 
donor, 510 
excess carrier, 511 
free-carrier, 508 
free-election, 508 
minority carrier, 511, 520 

Depletion 
capacitance, 536, 583 
layer/region, 514, 516, 526 
width (thickness), 516, 526 

di/dt rating, 24 
Dielectric constant, 517 
Dielectric isolation, 658 
Diffusion 

constant, 513, 519 
current, 513 
length, 519, 532, 539 

Diode, 16,524 
fast recovery diodes, 17, 701 
forward biased, 17 
idealized characteristic, 17 
leakage current, 17 
line frequency, 17 

reverse biased, 17 
reverse breakdown, 17 
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reverse recovery current, 17, 524 
reverse recovery time, tTn 17,535,538 
Schottky, 17, 539 
snap-off, 670 
snappiness factor, 535, 538 

Diode rectifiers, 79 
basic concepts, 80 
comparison, 112 
inrush current, 112 
line-frequency diode, 79 
single-phase diode bridge, 82 
three-phase diode full-bridge, 103 
voltage-doubler, 100 

Displacement power factor (DPF), 43 
Displacement power factor angle, 43 
Distortion, 40 

total harmonic (THD), 42 
Disturbance: 

chopped voltage waveform, 354 
EMI,355 
outage (blackout), 354 
overvoltage, 354 
powerline, 354 
sources of, 355 
tolerance, 356 
undervoltage (SAG or brownout), 354 
voltage spike, 354 

Dithering technique, 477 
Donor impurity, 510 
Doping: 

density,521 
profile, 513, 521 

Double injection, 532 
Drain: 

body junction, 571 
drift region resistance, 589 
MOSFET,571 

Drift, 512 
current, 512 
region, 524, 526 
region length, 526, 539 
region MOSFET, 571, 583, 589 
velocity,512 

Drive circuit, 30 
dv/dt rating, 24 
Dynamic current limit, 386 
Dynamic latchup mode in IGBT, 632 
Dynamic performance, small-signal, 383 

Ebers-Moll equations, 600 
Eddy current losses, 749, 771 
Effective base width (thickness), 556, 600 
Einstein relation, 513 
Electric utility applications, 8, 460 
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Electric utility interface, 483 
Electrical isolation, 304, 344 

of drive circuits, 696, 703 
need for, 696, 703 

Electrical shields, 723 
Electrolytic capacitor, 726 
Electromagnetic interference (EMI), 80, 249, 

348,500 
filter, 502 
reduction, 501 
standards, 501 

Electron irradiation, 511 
E1ectronically-commutated motors. See 

Synchronous-motor drives 
Emitter current crowding, 553 
Emitter-open 

switching circuit, 7 IO 
tum-off, 7 IO 

EMTP, 70 
Energy conservation, 7 
Energy gap, 509, 521 
Energy storage systems, 475 
Enhancement mode field effect transistor, 578 
Equivalent series resistance (ESR) of 

capacitor, 348, 727 
Excess carrier, 511 

density, 511, 533 
injection, 519, 532 
lifetime, 511, 533 

Extinction angle, 136, 149, 465 

Faraday's voltage law, 50 
Fast recovery diode, 17, 701 
Feed-forward PWM control, 336 
Feed-screw, 369 
Ferrite material, 745 

performance factor, 747 
Ferroresonanttransformer, 357 
Fiber optic cable, 704 
Field-controlled thyristor (FCf), 646 
Field crowding, 528, 659 
Field effect, 576 
Field-oriented space-vector-based control, 424 
Field plate, 529 
Field shields, 659 
Field weakening in dc motors, 381 
Field-weakening region, 394 
Fill factor, 752 
Filter: 

electromagnetic interference (EMI), 502 
shielding, 502 

Fluorescent lighting, 452 
F1yback converter, 308 

paraIleling, 3 IO 
two-transistor, 3 IO 

Foldback current limiting, 343 

Forced-air cooled, 737 
Forced commutation, 598, 602, 716 
Forced-commutated thyristor, 29 
Form factor, 382 
Forward bias, 516 

safe operating area (FBSOA), 567 
voltage, 516, 519 

Forward converter, 311 
paraIleling, 314 
paraIleling, two-switch, 314 

Forward recovery current, 607 
Fourier analysis, 39 
Four-quadrant inverter, 202 
Four-quadrant operation, 386 
Free carrier, 507, 508 

density, 508 
electron, 507, 508 
electron density, 508 
hole, 508, 509 

Frequency modulation ratio, mf' 204 
Fuel-cells, 478 
Full-bridge: 

converter, 188, 317 
inverter, 211 

Gallium arsenide, 661 
Gate pulse amplifier, 714 
Gate region of MOSFET, 576 
Gate width-to-Iength ratio, 573 
Gate-turn-off thyristor (GTO), 26, 613 
Gate-assisted tum-off thyristor (GAIT), 2( 

609 
Generic switch, 20 
GTO. See Gate-tum-off thyristor 
Guard ring, 530 

hFE ,24 
Half-bridge converter, 316 
Half-bridge inverter, 211 
Half-cycle controllers, 458 
HaII-effect current sensor, 726 
Hard saturation, 556 
Harmonic 

current limits, 486 
elimination, 240, 243 
filters, HVOC, 468 
sidebands, 206 
spectrum, 205 
standards, 485 
voltage distortion limits, utility, 486 

H-bridge, 387 
Heat transfer: 

via conduction, 731 
via convection, 740 
via radiation, 739 

Heatsinks, 452, 713, 737 



High-frequency fluorescent lighting, 452 
High-frequency noise, 355 
High-frequency-link integral-half-cycle 

converters, 253, 289 
High-voltage dc (HVDe) transmission, 460 
High-voltage integrated circuits, 656, 657 
Highly interdigitated gate cathode structure, 

GTO, 613, 616 
Holding current, thyristor, 598 
Holding torque, 440 
Holding voltage, thyristor, 598 
Hold-up time, 347 
Hole bypass structure in IGBT, 633 
Hybrid resonant dc-dc converter, 253, 268 
Hydro power (small) interconnection, 477 
Hysteresis loss, 745 

Ideal switch, 12, 16 
Idealized device characteristics, 31 
Impact ionization, 521 
Impurity (dopant), 509 
Incremental position encoders, 373 
Induction cooking, 455 
Induction heating, 269, 455 
Induction motor drives, 399 

adjustable speed-control (PWM-VSI), 422 
bnUdng, 413, 421, 426 
capabilities, 411 
comparison of drives, 427 
constant power region, 411 
constant slip frequency region, 413 
constant torque region, 411 
current-limiting, 423 
current-source inverter (CSI), 418, 426 
field-oriented control, 424 
harmonics, impact, 420 
important relationships, 404 
induction motor, basic principle, 400 

See also induction motors 
Kramer drive, 431 
line-frequency variable voltage drives, 

428 
power factor (input), 421, 426 
PWM voltage source inverter (PWM-VSI), 

418,419 
reduced voltage starting, 430 
regenerating, 421 
Scherbius, 431 
servo drives, 424 
slip compensation, 424 
soft-start, 430 
speed control by static slip-power recovery, 

431 
speed control by varying stator frequency 

and voltage, 406 
speed ripple, 417 
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square-wave voltage source inverter (square-
wave VSI), 418, 425 

start-up considerations, 408 
torque pUlsations, 417 
torque ripple, 417 
torque-speed characteristic, 407 
variable-frequency, 406 
variable-frequency converter classifications, 

418 
voltage boost at low speed, 409, 424 

Induction motors: 
characteristics at rated V and t, 405 
harmonic currents, 415 
harmonic losses, 416 
nonsinusoidal excitation, 415 
per-phase equivalent circuit, 401 
squirrel-cage rotors, 400 
torque pUlsations, 417 
torque ripple, 417 
torque-speed characteristic, 407 

Inductive current switching, 249 
Inductive switching circuit, 21 
Inductor: 

definition, 758 
design, 760 
stored energy relationship. 760 

Industrial applications, 8, 451, 455 
Injection of excess carrier, 519, 532 
Input filter, 346 
Inrush current, 112, 347 
Instantaneous var control, 474 
Insulated gate bipolar transistor (lGBT), 27, 

626 
Integral-half-cycle controllers, 458 
Integral-half-cycle converters, 289 
Intrinsic, 509 

carrier density, 509 
temperature, 730 

Inversion layer, 576 
Inverter, IO 
Inverter-grade thyristor, 20 
Ionization, thermal, 508 
Ionized acceptor density, 509 
Ionized donor density, 509 
Iron laminations, 744, 749 
Iron powder core, 744 

Junction isolation, 657, 659 
Junction temperature, 730 

Kramer drive, 431 

Latching action in thyristors, 600, 601 
Latching current threshold in IGBTs, 632 
Lattice, 508 
Law of mass action, 5 IO 
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Leakage inductance, 769, 779 
Level shifting circuitry, 636 
Lifetime, 511 

control of, 511 
excess carrier, 511 
reduction, 511, 512 

Light-activated thyristor, 20 
Limiting inrush (surge) cunent, 347 
Line notching, 150 
Linear: 

electronics, 4 
modulation, 208, 226 
power supplies, 301 

Line-frequency converters, 121 
See also Thyristor converters; 

Phase-controlled; Twelve-pulse 
Line-frequency diode, 17 
Line-frequency noise, 150 
Litz wire, 774 
Load-resonant converters, 252, 258 

Magnetic: 
circuits, 46 
core, 744 
core, amorphous, 745 
core loss curves, 745, 746 
core material, 744 

Majority carrier, 509 
device, 534 

MATLAB,72 
Matrix converter, 11 
Maximum controllable anode current, 622 
Metallized polypropylene capacitor, 728 
Metal-oxide-semiconductor field effect 

transistor (MOSFET), 25, 571 
Metal-oxide varistor (MOV), 355 
Metal-semiconductor interface, 541 
Minimum off-state time of GTO, 622 
Minimum on-state time of GTO, 622 
Minnesota interface. 478 
Minnesota rectifier, 500 
Minority carrier, 509 

density, 509, 519 
distribution. 517, 532 
lifetime, 511, 519 
power device. 534 

Monolithic Darlington (MD), 24, 549, 560 
MOS-controIled thyristor (Men, 29, 649 
MOS field effect transistor (MOSFET). See 

Metal-oxide- semiconductor 
Motor drives. 367 

adjustable-speed, 368 
coupling mechanism, 369 
speed, position sensors, 374 
thermal considerations, 370 
See also Motors 

Motors: 
cunent rating, 373 
power loss, 372 
thermal considerations. 370 

Natural convection, 737, 740 
n-channel MOSFET, 25, 571 
Negative gate current, GTO, 615 
Neutral currents, 101 
Normally-off device. 643 
Normally-on device, 643 

Ohmic contacts, 541 
Ohmic region, 575 
On-state: 

losses, 23, 511, 531, 565, 588 
resistance, 'OS(on» 26, 581, 582, 588 

Optocoupler, 703 
Overcurrent, 717 

detection, 717 
inductors, in, 759 
protection, 717 
protection of GTO, 623 
transformers, in, 770 

Overmodulation, 208, 228 
Overvoltage snubber, 686 

capacitor, 688 
Oxide capacitor, 578 

Parallel-loaded resonant (PLR) de-de 
converter, 253, 264 

Parallel-resonant circuits, 257 
Parasitic: 

BJT in MOSFET, 572, 574, 590 
diode in MOSFET, 572, 574 
thyristor in IGBT, 626, 632 

Passive filter, 489 
p-channel MOSFET, 571 
Penetration depth. skin effect, 748 
Performance factor, ferrites, 747 
Permanent-magnet dc motor, 380 
Perturb-and-adjust method. 476 
Phase margin (PM), 334 
Phase-controIled: 

converter, 121 
inverter, 121 
rectifier. 121 
thyristor, 121 

Phasor representation. 34 
Photovoltaic interconnection. 475 
Pilot thyristor, 608 
Pinch-off voltage. 644 
Plasma spreading time, 604 
pn junction, 513 
Polypropylene capacitor. 728 
Position: 



encoder, 374 
sensor, 374 

Potential barrier, 514, 541, 644 
Power bipolar junction transistor (BIT), 24, 

546 
Power conditioners, 354 
Power converter, 9 
Power diodes, 524 
Power electronic converter classifications, 9 
Power electronic applications, 7 
Power factor (PF), 35,42 
Power factor displacement (DPF), 43 
Power factor correction capacitors, 468 
Power junction field effect transistor (JFET), 

641 
Power processor, 3, 9 
Power semiconductor switches, 16 
Powerline disturbances, 354 

See also Disturbances 
Primary breakdown, 550 
Protection, power supply, 341 
Proximity effect, 771 
Pulse-width-modulated (PWM) inverter, 201 

See also Switch-mode dc-to-ac inverters 
Pulse-width modulation (PWM) control, 162, 

202 
asynchronous, 208 
digital, 341 
linear modulation, 209, 226 
overmodulation, 228 
programmed harmonic elimination, 240 
sinusoidal, 206 
synchronous, 208, 226 

Pulse-width-modulated voltage-source inverter 
(PWM-VSI), 418, 419 

Punch-through: 
BIT base, 563 
diode, 526 

Push-pull converter, 220 
Push-pull inverter, 315 

Quadrant operation: 
four-, 122, 393 
single-, 392 
two-, 122, 392 

Quasi-resonant converter, 253 
Quasi-saturation, 553 

Radiated noise, 450 
Ramp-limiter, 394, 423 
R-C snubber, 669, 671 
Reach-through, 526, 563, 588 
Reactive power, Q\, 35 
Real power, 34 
Recombination, 511 

center, 511 
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Rectifier mode of operation, 122, 243 
Rectifiers. See Diode rectifiers, Switch-mode 

rectifiers 
Regenerative action in thyristors, 600 
Regenerative braking, 205, 494 
Regulated power supplies, 301 
Renewable energy source interconnection, 475 
Residential applications, 8,451 
Resonant circuits, basic concepts, 253 
Resonant converters, 249 

class-E, 271 
classifications, 252 
current source, parallel-resonant, 269 
high-frequency-link integral-half-cycle, 289 
hybrid resonant, 253, 268 
load resonant, 252, 258 
parallel-loaded resonant (PLR), 264 
parallel-resonant circuits, 257 
pseudo-resonant, 280 
resonant dc-link, 287 
resonant switch, 273 
resonant transition, 280 
series-loaded resonant (SLR), 258 
series-resonant circuits, 255 
voltage cancellation, 283 
zero-voltage-switching, clamped-voltage, 

280 
Reverse bias safe operating area (RBSOA), 

567 
Reverse blocking state, thyristor, 599 
Reverse recovery: 

charge, Qm 17,535,538 
current, 535, 537, 538 
time, 1m 17, 538 

Reverse saturation current, 518 
Reverse-conducting thyristor (RCT), 20 
Ridethrough, 356 
Ripple, armature current, 388 
Ripple, inverter output, 220, 231 
Rise time, thyristor, 603 

Safe operating area (SOA), 569 
BIT, 569 
IGBT,637 
MCT,654 
MOSFET,591 

Saturation flux density, 744 
Scherbius drive, 431 
Schottky diode, 17,539 
Second breakdown, 550, 563 
Sectionalized transformer windings, 775 
Semiconductor, 508 
Semiconductor controlled rectifier (SCR), 596 

See also Thyristors 
Short-circuit capacity, 487 
Short-circuit current, 487 
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Silicon, 508 
Simulation, 61 

ATP,72 
circuit-oriented simulators, 64 
EMTP,70 
equation solvers, 65, 72 
linear differential equations, 66 
MATLAB,72 
nonlinear differential equations, 68 
PSPICE,69 
SIMULINK, 73 
solution techniques, 65 
SPICE, 69 
trapezoidal method of integration, 67 

Sinusoidal PWM, 205 
Six -step inverter, 418 
Skin depth, 748, 753 
Skin effect, 748, 753 
Slip compensation, 424 
Slip, s, 402 
Small signal transfer function, 323 
Smart switches, 656 
Snappiness factor, 535, 538 
Snubber circuit, 30 

diode, 670 
baseline capacitance, 672 
baseline resistance, 673 
capacitive, 671 

GTO,692 
overvoltage, 686 
recovery times, 686, 687, 689 
thyristor, 678 
turn-off, 682 
tum-on, 688 

Soft start, 342, 430 
Solar cells, 475 
Source, MOSFET, 571 
Space charge, 514 

capacitance, 536 
layer/region, 514 

Specific core loss, 745 
Static slip power recovery, 431 
Speed sensor, 374 
Speed-up capacitor, 701 
Spreading time, thyristor, 604 
Square-wave inverters, 201 

operation, 218, 229 
switching scheme, 210 
voltage-source inverter (square-wave VSI), 

418,425 
VSI drives, 425 

Square-wave pulse switching, 239 
Squeezing velocity, GTO, 620 
Standards, harmonics, 485 
Standby power supply, 362 
Start-up of induction motor drives, 408 

State-space averaging, 323 
Static induction transistor, 641 
Static latchup mode of IGBT, 632 
Static transfer switch, 362 
Static var control (SVC), 471 
Step-down converter, 164 
Step-downlup converter, 178 
Step junction, 518 
Step-up converter, 172 
Stored charge distribution, 520, 532, 551 
Stray inductance, 670, 680 
Stress-reduction snubber, 30 
Superconductive energy storage inductors, 

478 
Surge arrestor, 355 
Switching de power supplies, 301 

bulk capacitor, 347 
compensation (feedback control), 333 
control, 322 
current limiting, 343 
current-mode control, 337 
current-source, 319 
design specifications, 346 
digital pulse-width modulation, 341 
direct duty ratio PWM, 333 
electrical isolation, 304, 344 
EMI, 348 
equivalent series resistance, 348 
ftyback, 308 
forward, 311 
full bridge, 317 
half bridge, 316 
hold-up time, 347 
inrush current, 347 
K-factor approach, 335 
linear, 301 
linearization, 323 
multiple outputs, 303, 348 
overview, 302 
protection, 341 
push-pull, 315 
soft-start, 342 
state-space averaging, 323 
synchronous rectifiers, 348 
transformer core, 304, 319 
voltage feed-forward, 336 

Switching frequency,fs, 20, 163 
Switching power loss, Ps , 23 
Switch-mode converter, rectifier mode of 

operation, 243 
Switch-mode dc power supplies. See 

Switching dc power supplies 
Switch-mode dc-to-ac inverters, 205 

amplitude-modulation ratio, mQ , 203 
basic concepts, 202 
blanking time, 236 



current-regulated (current-mode) 
modulation, 241 

current source inverters, 201 
dc-side current, id , 213, 218, 234 
fixed-frequency current control, 242 
frequency modulation ratio, mf , 204 
full-bridge inverter, 211 
half-bridge inverter, 211 
harmonics, 206, 228 
linear modulation, 208, 226 
overmodulation, 208, 228 
programmed harmonic elimination 

switching, 240 
pulse-width modulated inverter, 203 
pulse-width-modulated switching scheme, 

203 
push-pull inverters, 221 
PWM with bipolar switching, 212 
PWM with unipolar voltage switching, 215 
rectifier mode of operation, 243 
ripple in inverter output, 220, 231 
single-phase inverter, 211 
square-wave operation, 218, 229 
square-wave pulse switching, 239 
square-wave switching scheme, 210 
switch-mode rectifier, 243 
switch-utilization, 220, 223, 230 
three-phase inverters, 225 
tolerance-band control, 241 
voltage cancellation for output control, 218 
voltage-source inverters, 201 

Switch-mode inverters, 200 
Switch-mode rectifiers, 200, 243 
Symmetrical IGBT, 629 
Synchronous PWM, 208, 226 
Synchronous rectifier, 348 
Synchronous motor drives, 435 

brushless dc motor drives, 435 
current-regulated voltage-source inverter, 

440 
cycloconverters, 445 
electronically-commutated motors, 435 
load-commutated inverter (LeI), 445 
sinusoidal waveforms, 439 
synchronous motor, 435 
torque constant, kT' 438 
trapezoidal waveforms, 440 
trapezoidal waveform, synchronous motor, 

440 
voltage constant kE' 440 

Synchronous speed, 401, 436 

Tailing current: 
BJT,56O 
GTO,622 
IGBT,635 
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Tap changing scheme, 357 
Telecommunications applications, 8 
Thermal conductivity, 731 
Thermal resistance, 732 

due to conduction, 732 
due to convection, 740 
due to radiation, 739 

Thermal equilibrium carrier density, 510 
Thermal ionization, 508 
Thermal runaway, 564, 605 
Thermal stabilization effect, 589 
Thermal time constant, 735 
Three-phase inverters, 225 
Three-phase pulse-width-modulated (PWM) 

inverter, 226 
Threshold voltage, 25, 575, 578 
Thyristor-controlled inductor (TCI), 472 
Thyristor converters: 

back-to-back connected, 122, 393 
discontinuous operation, 134, 148 
inverter operation, 135, 148 
other three-phase, 153 
three-phase, 138 
See also Phase-controlled converter 

Thyristors, 18, 596 
circuit-commutated recovery time, tq , 19 
current commutation circuit, 273 
forward blocking state, 18 
gate current, 18 
gate trigger circuit, 124 
inverter-grade, 20 
latched on, 18 
light-activated, 20 
phase-controlled, 20 
reverse bias, 19 
turn-off time inverval, tq , 19 

Thyristor-switched capacitor (TSC), 474 
Tolerance-band control, 241, 338 
Total harmonic distortion (THD), 42, 486 
Transformers, 52 
Transformer core, 305 

selection, 782 
Transformer design, 780 
Transformer, volt-second imbalance, 320 
Transient thermal impedance, 733 
Transportation applications, 8 
Triac, 358 
Turn-off gain, GTO, 614 
Turn-off snubber, 682 

capacitance, 682 
resistance, 685 

Turn-on delay time, thyristor, 603 
Turn-on snubber, 688 

inductance, 688 
resistance, 688 

Twelve-pulse line-frequency converters, 461 
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Uninterruptible power supply (UPS), 354 
inverter, 360 
rectifier, 358 
static transfer switch, 362 

Utility interface, 483 
bidirectional power flow, 494, 499 
improved single-phase, 488 
improved three-phase, 498 

Utility-load leveling, 478 

Var control, 471, 474 
VDMOS, 572 
Velocity saturation (electrons), 580 

Volt-ampere rating of transformers, 780 
Voltage, breakdown, 521 
Voltage, forward overshoot, 535 
Voltage source inverters (VSI), 201 
Voltage-doubler rectifier, 100 

Welding, 457 
Wind system interconnection, 477 
Winding area of inductors and transformers, 

751 

Zero-current switchings, 249, 251 
Zero-voltage switchings, 249, 251 
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