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Identification

The aim is to allows a verifier to gain assurances about
the identity of a prover

Such a process is needed for access controls (preven-
tion) as well as for logging (detection and reaction)
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Identification and authentication

Usually:

• identification is the process during which an entity
claims its identity, and

• authentication is the process during which the en-
tity proves the validity of its claimed identity

It may happen that the whole process (identity claim
and proof) is called identification or authentication
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Properties

Authentication protocols must be designed in order to
prevent a verifier to use the authentication information
received from a prover to impersonalize this prover
(non-transferability of the identities)

Authentication protocols must be designed such that
the probability that an opponent succeeds in proving
the identity of another entity must be negligible
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Identification and authentication

Identification and authentication can be based on:

• something that is secretly known by the prover

• something that is owned by the prover

• physical characteristics of the prover

• behaviour of the prover

• etc.
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Weak authentication

based on:

• passwords

• one-time password: S/Key

• one-time password: Lamport authentication scheme

• message authentication code
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Passwords

Risks:

• users choose often the same password to access
to different resources

• remember a password <> preventing to guess a
password
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Passwords

Attacks:

• online: fake login, social engineering

• offline: exhaustive search, dictionary search
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Passwords

Protections:

• minimum length

• password format

• password automatic generation

• expiration date

• limited number of wrong passwords
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Passwords

• display of information

• dictionary attack

• shadowing

• trusted path

• salting

• ...

9



One-time password: S-Key

Login and password may appear in clear while being
transmitted

The S/Key one-time password system. Neil Haller.
Symposium on Network and Distributed Systems Se-
curity, 1994
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One-time password: Lamport

Leslie Lamport
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One-time password: Lamport



One-time password: MAC

P ! V : r, h

k

(r)

where:

• k is a secret key shared by the prover and the
verifier

• r is a value choosen randomly at each identifica-
tion process
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Strong authentication

Also called challenge-response

The prover proves the knowledge of its secret without
revealing it to the verifier

Requires an interactivity between the prover and the
verifier: at each session, the verifier asks a question
(the challenge) to the prover and the prover can an-
swer (the response) using it secret.
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Strong authentication

Challenge-response can be based on :

• symmetric ciphers
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Authentication: symmetric ciphers

• Unilateral authentication
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Authentication: symmetric ciphers

• Unilateral authentication

V ! P : r

V
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Authentication: symmetric ciphers
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Authentication: symmetric ciphers
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• Mutual authentication
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Authentication: symmetric ciphers

• Unilateral authentication

V ! P : r

V

(challenge)
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k
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V
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• Mutual authentication

V ! P : r

V

(challenge 1)
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• Unilateral authentication

V ! P : r

V

(challenge)

P ! V : E

k

(r

V

) (response)

• Mutual authentication

V ! P : r

V

(challenge 1)

P ! V : E

k

(r

V

, r

P

) (response 1, challenge 2)

24



Authentication: symmetric ciphers
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Strong authentication

Challenge-response can be based on :

• symmetric ciphers

• keyed hash functions
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Authentication based on MAC

• Unilateral authentication
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Authentication based on MAC
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Identification sur base de MAC

• Unilateral authentication

V ! P : r

V

(challenge)

P ! V : h

k

(r

V

) (response)

• Mutual authentication: SKID3

V ! P : r

V
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, r

P
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Strong authentication

Challenge-response can be based on :

• symmetric ciphers

• keyed hash functions

• asymmetric ciphers
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Authentication: asymmetric ciphers

• Unilateral authentication

V ! P : E

K

P

(r)
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Authentication: asymmetric ciphers

• Unilateral authentication
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Authentication: asymmetric ciphers
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Authentication: asymmetric ciphers

• Unilateral authentication

V ! P : E

K

P

(r) (challenge)

P ! V : r (response)
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Authentication: asymmetric ciphers

• Unilateral authentication

V ! P : E

K

P

(r) (challenge)

P ! V : r (response)

• Mutual authentication: Needham-Schroeder

Roger Needham and Michael Schroeder
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Authentication: asymmetric ciphers

• Unilateral authentication

V ! P : E

K

P
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Authentication: asymmetric ciphers
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Authentication: asymmetric ciphers

• Unilateral authentication
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Needham-Schroeder

P ! V : E

K

V
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1

, P )
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Needham-Schroeder
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40



Needham-Schroeder
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Needham-Schroeder
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Needham-Schroeder
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Needham-Schroeder fixed

P ! V : E

K

V

(r

1

, P )

V ! P : E

K

P

(V, r

1

, r

2

)

P ! V : r

2
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Needham-Schroeder fixed
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V
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P
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Zero-knowledge protocols

Interactive proof protocols specifically designed to achieve
identification (using asymmetric techniques)

When an interactive proof protocol is complete and
sound, the protocol is called a proof of knowledge
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Zero-knowledge protocols

An interactive proof protocol is complete if, given an
honest prover and an honest verifier, the verifier ac-
cepts the proof with a probability close to 1

An interactive proof protocol is sound if the probability
that a dishonest prover (impersonating A) succeeds in
convincing the verifier is negligible, otherwise the al-
gorithm executed by the dishonest prover can be used
to extract the secret of the genuine prover
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Zero-knowledge protocols

A proof of knowledge protocol can respect the zero-

knowledge property, the protocol is then said to be
simulatable

A proof of knowledge protocol respects the zero-knowledge
property if there exists a polynomial-time algorithm,
called the simulator, which can produce, upon input
of the assertion(s) to be proven but without interacting
with the real prover, transcripts indistinguishable from
those resulting from interaction with the real prover

49











Zero-knowledge protocols

• Fiat-Shamir (based on the factorization)

• Guillou-Quisquater ((based on the factorization)

• Schnorr (based on the discrete logarithm)
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Fiat-Shamir

Amos Fiat and Adi Shamir
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Fiat-Shamir: premices

An authority:

• chooses two secret primes: p et q

• compute the public value n, where n = pq

Each prover:

• chooses its private information s such that s 2
[

1, n� 1

]

is prime with n

• compute its public value v, where v = s

2

mod n
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Fiat-Shamir: authentication

1. the prover chooses a random value r 2
[

1, n� 1

]

,
computes the commitment x = r

2

mod n, and
sends x to the verifier

2. the verifier chooses a random bit e (the challenge)
and sends it to the prover

3. the prover computes the response y = r · se
mod n and sends y to the verifier

4. if y2 ⌘ x · ve (mod n) then the verifier accepts
this round of authentication

These steps are realized t times in a row
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Fiat-Shamir: complete

The prover sends :

y ⌘ rs

e

(mod n)

Verification:

y

2 ⌘ r

2

s

2e

(mod n)

y

2 ⌘ xv

e

(mod n)
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Fiat-Shamir: sound

If an opponent succeeds in authenticating itself, re-
peatedly and with a non negligible probability, this can-
not be by guessing e, therefore it is able to build good
responses y

Suppose that this opponent executes two rounds of
the protocol during which it receives two different ques-
tions e

1

= 1 and e

2

= 0, and it provides the cor-
responding good responses y

1

and y

2

by using the
same value r when computing the responses

We have: y
1

= rs and y

2

= r, therefore y

1

y

2

= s the
secret
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Fiat-Shamir: simulatable

The simulator chooses randomly a value y and com-
putes:

• x = y

2

mod n to answer to a question e = 0

• x = y

2

v

�1

mod n to answer to a question e =

1.

Therefore we have a simulation based on a prior knowl-
edge of the challenges

60



Guillou-Quisquater

Jean-Jacques Quisquater et Louis Guillou
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Guillou-Quisquater: premices

An authority:

• chooses two secret primes p et q

• computes the public value n, where n = pq

• chooses a public security parameter b (a prime of
40 bits)

• computes the secret a such that a·b ⌘ 1 (mod �(n))

• computes the prover’s private information u based
on the identity of the prover: u =

(

h

(

ID

prover

))

�a

mod n; and sends u to the prouver
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Guillou-Quisquater: authentication

1. the prover randomly chooses k 2
[

0, n� 1

]

, com-
putes the commitment � = k

b

mod n and sends
� and ID

prover

to the verifier

2. the verifier computes v = h

(

ID

prover

)

, chooses
a random value r 2

[

0, b� 1

]

(the challenge) and
sends r to the prover

3. the prover computes the response y = k · ur

mod n and sends y to the verifier

4. if � ⌘ v

r · yb (mod n), the verifier accepts the
authentication
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Guillou-Quisquater: complete

The verifier computes:

v

r

y

b ⌘ (h

ID

prover

)

r

k

b

u

rb

(mod n)

v

r

y

b ⌘ (h

ID

prover

)

r

� (h

ID

prover

)

�rab

(mod n)

v

r

y

b ⌘ (h

ID

prover

)

r

� (h

ID

prover

)

�r

(mod n)

v

r

y

b ⌘ � (mod n)
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Quillou-Quisquater: sound

Suppose an opponent that succeeds in authenticating itself twice
with a non negligible probability; suppose that it receives two
different questions r

1

and r

2

, and it provides the corresponding
good responses y

1

and y

2

by using the same value k when com-
puting the responses:

� ⌘ v

r

1

y

1

b ⌘ v

r

2

y

2

b

(mod n)

v

r

1

�r

2 ⌘ (

y

2

y

1

)

b

(mod n) (with r

1

> r

2

)

Let t = (r

1

� r

2

)

�1

mod b (because 0 < r

1

� r

2

< b and b is
prime)

v

(r

1

�r

2

)t ⌘ (

y

2

y

1

)

bt

(mod n)

Let (r
1

� r2)t = lb+1

v ⌘ (

y

2

y

1

)

bt

v

�lb

(mod n)

We have that a = b

�1

mod �(n), then v

a ⌘ (

y

2

y

1

)

abt

v

�abl

(mod n)

Therefore: u�1 ⌘ (

y

2

y

1

)

t

v

�l

(mod n)

And: u ⌘ (

y

1

y

2

)

t

v

l

(mod n)
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Guillou-Quisquater: simulatable

The simulator knows r, v and b. It randomly chooses
y and computes � ⌘ v

r

y

b

(mod n)

Therefore we have a simulation based on a prior knowl-
edge of the challenges r
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Schnorr

Claus-Peter Schnorr
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Schnorr: premices

An authority chooses:

• a large prime p (at least 512 bits)

• a large public prime factor q of p�1 (at least 140
bits)

• a public value ↵ 2 Z⇤
p

of order q

• a public security parameter t such that q > 2

t

Each prover randomly chooses its private information
a 2

[

0, q � 1

]

and compute the corresponding public
value v = ↵

�a

mod p
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Schnorr: authentication

1. the prover randomly chooses k 2
[

0, q � 1

]

, com-
putes the commitment � = ↵

k

mod p and sends
� to the verifier

2. the verifier randomly chooses the challenge r 2h
1,2

t

i
and sends it the the prover

3. the prover computes the response y = k + a · r
mod q and sends y to the verifier

4. if � ⌘ ↵

y · vr (mod p), the verifier accepts the
authentication
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Schnorr: complete

The verifier verifies:

↵

y

v

r ⌘ ↵

k

↵

ar

↵

�ar

(mod p)

↵

y

v

r ⌘ ↵

k

(mod p)

↵

y

v

r ⌘ � (mod p)
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Schnorr: sound

Suppose an opponent that succeeds in authenticating
itself twice with a non negligible probability; suppose
that it receives two different questions r

1

and r

2

, and
it provides the corresponding good responses y

1

and
y

2

by using the same value k when computing the
responses:

We have:

� ⌘ ↵

y

1

v

r

1 ⌘ ↵

y

2

v

r

2

(mod p)

↵

y

1

�y

2 ⌘ v

r

2

�r

1

(mod p)

y

1

� y

2

⌘ a(r

1

� r

2

) (mod q)

Since |r
1

� r

2

| < 2

t and q is a prime > 2

t, we have
gcd(r

1

� r

2

, q) = 1 and

a ⌘ (y

1

� y

2

)(r

1

� r

2

)

�1

(mod q)
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Schnorr: simulatable

The simulator knows r, ↵ and v. It randomly chooses
y and computes � ⌘ ↵

y

v

r

(mod p)

Therefore we have a simulation based on a prior knowl-
edge of the challenges r
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