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1. Overview of solutions to
scaling limitations



Two approaches (not mutually exclusive)

At microscopic scale At macroscopic scale

Multi-gate transistors (fin-FETs) Multi-die integration within the
same package

System-in-Package (SiP),
System-in-a-Package or
Multi-Chip Modules

= multiple ICs in the same package
g horizontally or vertically

Intel, 2011
1/2 power dissipation

~35% more speed
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... and using the unused dimension !

e CMOS is planar technology 3D Integratlon

(sounds like 2D)

e In 2D 3rd dimension (z) is used for
Metal and Vias only, not for active T =T =1 __f
devices

e How to exploit the 3rd dimension? Substrate (bulk silicon)

¢ Three-dimensional integrated n T 1 1
circuit (3D IC) is a chip in which al LT I L I
two or more layers of active ' T
electronic components are
integrated both vertically and
horizontally into a single circuit 1 | I

e Semiconductor industry is pursuing 1 __ T F % & g
this technology in many different Active Layer
forms, but not yet widely used Substrate (bulk silicon)
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MCM why ?

e Obviously multiples dies previously mounted at PCB level can
be now integrated in the same package

+ Better performance of inter-die connections
Lower power of the interconnect ...

Overall lower power

Higher integration density

Heterogeneous

+ 4+ +

e But this is too coarse: e.g. integrate memory with logic in the
same package (look at the previous example)

® This is not enough ... we want to look into best possible ways
to interconnect different dies in the same package
— this will depend on the tech. used for die interconnect !
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How to enable 3D MCM ?
Wire Bonding

Peripheral routing, huge pitch,
— Limited N° of connexions with bad performance

THIS IS NOT VIABLE !

(although one of the iPhones used this ...)
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Realistic 3D — key enablers
1. Through Silicon Vias
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Active layer (FEOL

Classic Via(s)

Substrate (bulk silicon) I

Through Silicon Via(s)

Direct routing, small pitch (<10um),
— Huge number of fast connexions

VIABLE !!!
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TSVs Processing

Via first processing with wafer thinning
1. TSV Manufacturing

Deep silicon Via oxide Cu seed Chemical
etching deposition deposition D] atlng M:(;Ir\se;]r:%al

2. Wafer Thinning and Bonding

S !
bottom l
wafer

Temp(?rary Back side Exposed Permanent Temporary
carrer thinning Cu nails bonding carrier
bonding de-bonding
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Realistic 3D — key enablers

2. Micro(u)—bumps \

00000000
= S

They will establish the actual

Inter-die connection,
pitch ~ 30um (aggressive 10um)

VIABLE !!!
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Realistic 3D — key enablers
3. ReDistribution Layer — RDL

It is @ metal layer that can be placed on the backside of
the existing die — it will allow to route TSVs and ybumps

TSVs and ubumps do not have necessarily to be
alighed — more freedom for the placement & route
of the TSVs on the top die.

m ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541 11



Realistic 3D — key enablers

4. Cu Cu bonding 1/2

Small Bigger
—
Cu/dielectric damascene Cu pads Cu pads
[ I I
BEOL \ & T _» BEOL

e

—_— =z FEOL
G _ | TSV
> S
e No TSV & regular FEOL ¢ Via-middle TSV (after FEOL)
e Contact pads below 1x1ym2 e Contact pads below 4x4pym2
e Full or limited back-end e Full or limited back-end
iInterconnect stack, depending interconnect stack, depending on
on application application

vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541 12



Realistic 3D — key enablers

4. Cu Cu bonding 2/2

N+I| — Advanced process

)\

W2W bonding: +

PN

BEOL-to-BEOL interconnect '

. 2

thinning

Aligned and ,

bonded Cu

pads (eg. S5um pitch)

| ElE]E]E]
— ElEIEIE]
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TSV exposure and backside

passivation + CMP

—
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-

N

N\

Common Back-end
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PAST & PRESENT: Homogeneous scaling

All IC features scaled linearly

homogeneous scaling

% from one technology node to
@ another !
S

T

©

O

>

O Limit to
O

C

L

S

|_

N-2 N-1 N N+ |

Z
w

Technology node
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FUTURE: HETEROGENEOUS SCALING ?

Limit to the cost-effective

e homogeneous scaling WORST
4 THEN
@ BEFORE !!!
& (or impossible)
(qv]
. -
(qv)
ol
x "
O no benefits
TC’ from scaling
i
0
-_— _
N-3 N-2 N- | N N+ | continue
to scale

Technology node
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Next generation ICs

Combination of :

+ advanced process (N+1): only cost-effective functionalities
(possibly no 10, ESD, long interconnect buff. etc.)

+ standard process (N): implementing all functionalities

SOC Node N Node N+I W2W

-,

\\
. —— -«\' ;_,._.p- \\\
NS

Node N (or N-1)

I Functionality that scales cost effectively in N+1
-unctionality that doesn’t scale cost-effectively in N
/O drivers

ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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HETEROGENEOUS IC : Properties

* Very dense inter-die connectivity : 40k connexions/mm2

= The stack doesn’t look like two separate dies
* More like one circuit with common/shared BEOL
* Enables fine grained partitioning

* Migration at component (memory, ALU, etc.) or even
device (10, ESD, long interconnect buffer, etc.) level
becomes possible

* Enables heterogeneous integration with very advanced
technology nodes (that will maybe not have certain
features, like 10, ESD, long interconnect buffer, etc.)

* Might be interesting cost wise ...
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Key enablers: bottom line

e |Inter die connection density increases !!!

¢ Allow functional block with high 10 count (big number of pins) to
be moved in another die

e Blocks can be either from the existing design or from the
outside of the package (PCB) — Example off-chip DRAM

Circuit 1 PCB Circuit 2

0000000000000000000000000 i 000000000000000

PCB wires

0

T W Wi W18 ORI WR W6 B ]
----------------

"=|| huge capacitive load to
&% =|| logic circuitry

— big drivers that are
~ E|| area and power
2|| HUNGRY

1000000000000000000000000

0000000000000000000000000
0000000000000000000000000
0000000000000000000000000

0000000000000000000000000
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New perspectives

SAMSUNG
WidelODRAM

If 10 is cheap, why do not
increase the datapath width?

Until today cost is main blocker
for this approach

With 3D integration, this is not a1 |l et

true any more SRR R m,wlwa- f 1 [

Birth of new approaches
— Wide 10 DRAMSs

Instead of 64

Less load capacitance mean smaller drivers, less area, power
so better access to DRAM (bottleneck anyhow from system
perspective)

ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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Example of power savings

e The N° of TSVs do not influence the cost of manufacturing (10
or 10000 TSVs) - impact only on the array but @5um diam. and

10um pitch this is not an issue any more, but impact on the
DESIGN:

- L L]
- - - L] -~

DDR?2-800 DDR2-§ES| Y DDR2-

| =he__Zlee_|» - F -
) e ' SDRAM .%// TF~

{ i (400MH ’ \ .
RGR g 37-1pJ/b] Increasing the data

N—
A N

~— = ’
(16,X§0?|]|Y|Eipf) X2 EAergy forfI/F path reSUHing IN:
‘ :L25_6 Gbsz; (pdrb = mW/Gbps),
102.4;55&;% I /
" ~- > SiS-DRAM 1.6pJ/b ,’ —
, ISis-DRAMI[SiS-DRANIK25MHz clock)% P o’ BW
! 1024 on SilP N - @vdd=1.8V 23x < P
. [EMT,5ic LIEM K 0 1 >
“hsilp 1 Total Power [W]

T e oy am mm

p— ,—‘
K. Kumagai, C. Yang, et al., "System-in-Silicon Architecture and its Application
to H.264/AVC Motion Estimation for 1080HDTV”, ISSCC 2006.
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3D integration: some advantages

* Increased density for the same footprint and little bit bigger
volume — More functionality

* Closer, tightly coupled blocks = Small delays

* We can combine circuits manufactured in different
technologies: memory-on-logic, logic-on-logic, devices that
don’t scale with those that can scale
— Integration of heterogeneous circuits

* Huge inter-die interconnect density — big number of
connections, thousands rather then dozens of inter-die
connections & Much more bandwidth

* Enables design of new systems (e.g WidelO DRAM)
— New product opportunities

* Better yield — since smaller dies & Lower cost
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The Accelerometer

To get such a compact device, the ASIC is stacked
above the MEMS structure. The MEMS structure is
carefully protected in a bonded silicon lid. Cracking off
the silicon lid (requiring considerable skill), we can
expose the MEMS device. The top structure is the Z-
axis sensor, and the bottom structure contains the X
and Y sensors.This is the ASIC die used to process the
tiny capacitive signals, and create a standard SPI/I2C
digital interface, and several smart features such as
click and double-click recognition, wake-up, and motion
detection.

3D iIs

re

)

5
e ——
P e

.,.,ﬂllllj

[ |

EET R R R L
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... but still not mainstream tech yet

e (V) A S e e P ) b vl S o)

[Stacking | Vield | Fexdbility | Volume | Scenario 1
Core I AT W
G towarer | wa | wa | o |

|

...........

Y S

DRAM
\ ~ _ [SRAM |

Wafer Level Packaging (WLP) Core

¢
’
¢
|

-

Manufacturing, Test & Yield Power density, peak temp.

+3DS-IC Standards Committee Architectural level

«Bonded wafer pair task force / " specification
«Inspection and metrology task force l S e l ' ' l .

Architectural level

H

«Thin wafer carrier task force RTL design and RTL design and

«3D-IC Working Group EEH .

+3D-IC Enablement Program : 7\ : — :
«Joint alliance with Sematech, SIA and SRC Revetrth Carporetion SEMATECI{!/) @ SIA impl x:cal Riming ’

*Administered by Sematech’s 3D-IC Interconnect program

Physical verification
DRC and LVS

*Multiple Chip Packages Committee

+Solid State Memories Committee EEC

-Silicon Devices Reliability Qualification Committee
«Just released 3D-IC Chip Stack with TSVs (JEP158)

«Intimate Memory Interconnect Standard

«3D-Test Working Group IE E E
+P1838 Standard for test access architecture for 3D-IC stacked circuits .

Standardization, supply chain Design flow
m ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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Thermal and stress
analysis

1C/package/
Interposer co-design




Advanced tech design challenges

1.How to model advanced (N+1) technology features
so that they can become usable early in the design
cycle?

2.How to enable EDA to make use of the new
technology features (at device & package level)?

3.How to enable holistic design early in the cycle?

vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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... and the proposed solution

1.How to model advanced (N+1) technology features
so that they can become usable early in the design

cycle?
* Virtual Process Development Kit (Virtual PDK)

2.How to enable EDA to make use of the new
technology features (at device & package level)?

* Partner with EDA & make extensions to the existing tools to
support these new tech features

3.How to enable holistic design early in the cycle?

* Develop, validate and calibrate (using actual Silicon)
Compact Models used with the EDA tools above

ﬁ ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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View of the complete flow ........................... 5

Design Planning

+ Purpose: Perform deep design exploration to fix
specs early in the design flow cycle

+Tool: Atrenta’s SpyGlass Physical3D® extended
for 2.5/3D heterogeneous design

+ Fast to enable many iterations

Compact models

+Purpose: Check for other design properties —
thermo-mechanical, delay, cost

+Tools: IMEC’s CTM CMM CDM CCM
+ Fast & accurate since validated using silicon

Design for test

+ Automated addition of DfT structures

Design implementation

+Purpose: Generate the actual GDSII with
minimum number of iterations

+Tools: Any industry standard back-end flow (since
standard file interface all along the flow)

Design
Specification

sdc, def

Design
Planning ’

<~ ~
T o
o P

Design
for Test ’

RTL,
sdc, def

RTL,

sdc, def

Design
Implementatlon ’

A

--I
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Design Planning: few propertles

¢ |[ncomplete design specification support
(RTL + BlackBox)

¢ [ndustry std. constraints (.sdc)

e Fully technology aware flow (.lib/.lef)

¢ Fast synthesis and physical clustering
¢ Flexible stack configuration (.XML)

e Automated gate-level netlist partitioning
e Automatic inter-die net extraction

e Support for TSV/ubump clustering, P&R,

technology features exploration
¢ Std cell placement & front/RDL routing

¢ inks to Thermo-Mechanical/Delay/Cost
Compact Models

ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541

e S e

2D/3D
tech

LIB/.LEF

RTL BB spDC|

Design Planning

1. RTL Synthesis

v

2. Clustering

Stack
config.
XML

LA

3. Partitioning

CuCu/TSV/ubump clustering I

v

4. 2.5/3D Floorplanning

v

5. StdCell Place&Route

y

Connectivity, area, timing,

congestion, power etc.
Compact Models
Thermo/Mechanical

Delay
Cost
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Design Planning Steps

. : Logical Physical
1. Synthesis (& Flattening) hieérchy hiezarchy
a) Design input
» Technology input (.lib/.lef = OpenAccess) \ \
* RTL (or gate-level) supporting black box view ey 5 T
* Design constraints supplied using .sdc Name Modude ome
b) Synthesis Fachm  chomomsns [| 8o
- Creates abstracted data flow operators L amo o | E
(to accelerate synthesis process) - s
- Generates internal area/timing for these et o
» Support for Design Ware components g Fspips
c) Flattens initial logical view to produce physical model s Roiga
of the design e e
Produces physical hierarchy : e v
flattened gate-level netlist & S e
In parallel: original logical view b z g g
— new hierarchies could be explored o s
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Design Planning Steps Clusters

Floorplan area

Standard
cells
Black boxes

spc_fguspc mmuspe_exulspe i, ko i b s

2. Clustering

a) Logical hierarchy is not necessarily
good for physical implementation

b) Automated physical hierarchy
generation from flattened netlist

c) Support for semi-automated
hierarchy generation to include
user defined exploration

- Produces clustered view of the
design to simplify and improve
floorplanning, place&route

SpC_tlu spc_lsuspc_pkisp e

Clusters connectivity
diagram — each cluster
IS a circle, arrows

- Support for design analysis indicate the weight of

: e .- : the connectivity
- Simplifies multi-die design (here arrows show are

partitioning those with > 300 nets)
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Design Planning Steps

2D Design to be partitioned

3. Design Partitioning

a) Stack configuration (XML)

b) Component assignment to Dies
on Tiers (@ cluster/comp. level)

c) Automatic generation of 3D
Physical Components

d) Optional TSV/ubump clustering
e) Explicit placement of ubumps

Produces partitioned
gate-level netlist and
creates appropriate
models of inter-die nets

spc_lsu m

into 2 dies :
DieO Die1

Ctier 11x="0" 1ly="0" z="20" ur="19000" ure="19000" name="Tier0" >
{die name="Died">

<"fm:hto.; tech= 'tn:hnti(}]p!.upU(:"

a) upe mtrfpn er= ‘False” back 1ic_rndl="trl.1c" ’?
"-Lﬁdlrnprs ion 11x="0" llq 0% uwrx="19000% wy="13000"
{origin x="0% y="0" /7
utilization util="0.7" aspect_ratio="1,0"
{orient face_up=" 'al e" />
{rdl laﬂﬁr-~ 2 u1jrh 1 0" pitch="2,0" />
{tsv width="5%" F +- 2" /3
Cbumppins width="20" pitch="20" /7

use_util="true" />

-

/30 _Face_to_face,ml
st wORAM_ i ~tier Tierdl -die Diel

load_xm]_Ffile ~fi
add_to dis —inst l'.
t

add_to dis ~ins '.'.:t ccu ccx dbgl :5 )l dwa ofu esd _corel asd corel easr far _bottom For_left fFar,
) 1261 12t2 123 12t4 |25 l 6 1267 mac mou0 moud wou2 wcud mio n2_clk gl _cust n2_revid_cust no
tal tal ~tier Tier0 ~die Died

eport 39930, correctivity “rpt rpt/connd . rpt

wport sepll.ares rpt rpt/areal rpt

report 33D . tier_die -rpt rpt/tier_die.rpt

eport 23] . bume_pins ~die Dield ~tier Tier0O ~tol_cnd =rpt bp.rptl

It yLed eatl 18
eate 30 _phessical conponents

I'Jtrr T ¥=_logic_3D.tc

/Cluster uturc _wDRAN_3D, te

F)Htrr uF-H D?]

vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541 31



Automatic generation of Inter-die nets

Face-to-face interposer

10010 s o 0'° ™1} - Stack config defined through xmi file

\ /
QOO0OO OOOQO - The xml file is read before partitioning

—W - During partitioning this info is used to

generate appropriate physical model of
ubump ota ubump
Sty o s g (o L e D
Die10 Die00 Die11

the net

/s

Two identical nets, two completely — m
different physical nets — this needs to .
Die0
be automated !

Generation of these 3D components — oo
one command: Sty | e | (M e T

Die1
create_physical_3D_components

Die0 Diel
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Design Planning Steps

OpenSPARC core

spc_Isu =
- spc_mmu

4. 2/2.5/3D Floorplanning

a) On per die basis, supporting an :
arbitrary number of tiers and dies on | spc_tlu
tiers m

b) Simultaneous (true 3D) floorplanning
can be obtained with appropriate
constraints generation (currently
manual)

c) Fast: minutes, few tens of minutes,

depending on design complexity and
constraints

« 2 spe_ifu_lu

ispc_exul
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Design Planning Steps

1. Synthesis

2. Clustering

3. Design Partitioning
4. 3D Floorplanning

5. Placement & Routing

a) Standard front side

b) Back-side routing with flexible technology |
input : on the fly number of the RDL | BT
number & width/spacing specification

c) Congestion analysis

Produces layout and all
associated metrics (geometry,
delay, power,...)

vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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Congestion analysis: Why doing it?

e Area estimations of the design based on: gate count and area

products are NOT accurate since they do not take the routing into
account

e The routing will add extra space depending on:
+ Technology parameters,
+ design complexity,
+ physical implementation strategy
e Congestion is directly related to
+ Design cost (area)

+ Effort spent to optimize design (on both functional and physical
iImplementation aspects)
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Congestion defined

e Congestion is defined as ratio between: the number of routes
demanded by the design & number of routes supplied by the
technology

¢|f the demand > supply — congestion, design not routable
¢|f demand < supply — OK

Available routes: Required routes: 9 Available routes:

5 / unit length 15 / unit length

Congestion 9/5 > | Congestion 9/15 < |

Non-routable Routable
vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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2D illustration: OpenSPARC core

» Design OpenSPARC
—> Core only

Figures are not to
scale!

4 spc_mmu

Sne_pmi

» Synthesis, floorplan
place & route with
industry proven 45nm

and VPDK 20nm

» Congestion analysis

qlet

—

Spc

S . spc_fgu

dec
—
=
=
=
U
(il
Pyl

.| spc_mmu

— Ratio between required || spetfu-ftu
and available routing
resources for a grid of a
fixed size

spc_ifu_ibuspc_ifu_fru

sne_dec

—> Global congestion score
> |0 non-routable

[spc_exul

-
—
-
-
C.
Py

spc_exul

< 10 routable Industry std. 45nm imec20nmVPDK
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2D: OpenSPARC core
Impact of new tech on routability

75% X3 100%

Floorplan using 9 metal layers 11 metal layers
20nm IMEC Congestion Congestion
Virtual PDK score= 15 score = 10

‘ I i I
I \ il
H 0 L e

T 'h w\“'
XWH |

SDC_ifu_ftu “J it :|:_ ‘ | H‘: i \_UT ‘
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9 metal layers
+ 20% area
Congestion

score = 8
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Back side congestion

104

30 +

B in ASCIl map
(or RED in color map)

Congestion more then
120%

Congestion map (as ASCI or color map): sof : ;

- For 2 RDL layers and 10 ym pitch =)
unroutable !

- For 2 RDL layers and 3um pitch no
problems -

-

10
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4. Thermal modeling



Motivation: Thermal issues are scary,
especially in logic-on-logic 3D-stacks
e Vertical superposition of heat-dissipation devices in a

3D stack will have a strong impact on the maximum
temperature reached in the dies

e This could be solved:

+ At system level — correct floorplanning (impact on
development cost) and architecture definition

+ Using appropriate cooling solution (impacts package/cooling
cost)

e Obviously has to be checked early in the design cycle

Need for fast thermal assessment tool
to co-optimize system architecture, (partition)
floorplan and cooling solution
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lement model

Finite

@D

Followed approach

- Based on Finite Element modeling

- Built and simulated using industry
standard software

- Steady state thermal analysis

* Input Ly

» Power dissipation ubumps & UF | 7/’/ ot

i i Die 1 7 A4 4
4 Matenal prOpertIeS Cu pillars & UF 2 ?/// |
Package laminate ) P (]
g Geometry Package balls 4 ///
» Boundary condition (cooling) e ]
Thermal output

- Output

» Temperature distribution
» Thermal performance
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Finite element model vs.
Compact Thermal Model

* Finite Element (FE) modeling

- Advantages: accurate, can be used for
exhaustive analysis at expense of time

- Disadvantages: slow, requires some time to set- up, reqmres
3rd party license in order to run :

- Compact Thermal Model
— Simplified software implementation
of the FE model

-05 "?""-. r"i’?
- 1 A.r"
1 I::
2.5 A s
-2

* Advantages: faster, standalone applicatio
no need for 3rd party license

- Disadvantages: less accurate and only one stack

configuration at time
ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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SoC Layout
(logic die only)

Compact Thermal Models:
usage Illustration

- WidelO DRAM memory on the top m,
of the SoC logic die: low-power e

multi-processor system Power density méps with
corresponding thermal profiles
for 2 different power scenarios

eeeeeeeeeeee {m Power Map Die1 (m

» Layout f B K

 Design flow applied to extract:

» Power dissipation of different
components

- For a given stack configuration,

thermal maps are computed to y | X@ H E
«

identify hot-spots and max stack
temperature

g 28 2@ AL S
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0.4

0.05

005 01 015 02 025 03 035 04 045
% (mm)

5. Mechanical modeling



Compact Mechanical Modeling:
Motivation

o Different materials for TSVs, pubumps, package
— different Coefficient of Thermal Expansion (CTE)

e Different CTE — shrinking & bending of the silicon
— local stress at ym, mm scale depending on distance

* Stress — device performance [GPa]  [GPa]
a) for a given performance  _» | Oxx |§§Z R Gwlﬁii
orerance ol e deviee Sl (] e
b) Keep Out Zone (KOZ) area = =i -{3;3; SZONEE :igg‘
c) no active devices inside KOZ = = &+ \= 17 o /oo 1"

r (1im)
(KOZ) area

Accurate estimation of the KoZ area Is necessary
to produce meaningful layout !
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Compact Mechanical Modeling :
[llustrations

e Examples of stress profiles and their impact on
pbump array planning : partitioning and
placement

e Two different organizations:

+ a) ubumps at High-pitch
e pbumps at 200pum pitch (isolated) b)
e Extreme stress values are at 50uym distance  >%0upi«h
— Total lon variation 48% 4
+ b) ubumps at Low-pitch @!@
e pbump array at 50x50um pitch ;
— Total lon variation 15% @ @
e | ow-pitch is ~4X better | because stress A
cancelation will take place
ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541 48
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INPUT PARAMETERS: ybump dimensions,
UF properties, temperature, TSV diameter, ...

Compact Mechanical Model :
Usage illustration

0.45

04

0.35

0.3

—_—

£ 025

—

0.2

0.15

01

0.05

x (mm) x (mm)

Stress sensitivity (piezo-coefficients) of your transistor technology
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STRESS xx ID shift PMOS KAZ PMOS 2%
400 0.5 e
045¢
300 04l
035F
F 200
03f
E
€ oz 8§ 8 8
==
0.2f
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0I05 0‘1 0I15 0I2 0I25 0I3 0I35 0I4 0;15 AP
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ID shift NMOS KAZ NMOS 2%
STRESS yy 05

Al/1>max

Al/I<max
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6. Practical application
3D-Integration & applications:
Scale-Out Processors



Data centers are power hungry !

Board Rack o

. In all, thousands of CPUs using conS|derabIe power.

D|d the BIG ones (MS, Yahoo, etc.)
became “GREEN” ?

$$9$ Electricity bill $$9
In 2007 : 7.2 Billions US$
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Data centers use traditional cores

- Heavily pipelined Next generation cores :
|IC technology scaling

* Bunch of FPUs (same old story...)

* SIMD support

— Scale-up Processors

* Big, shared
caches

b ’ a 1
L l' tl # ““"“m“u

» Complex circuits, _ s g e s
P "CGF f "COT'.EF _ '

built to suit any

application ...

(as long as it is not
embedded)

o
o
=
=

ngl' r"1 7] (7] B | F‘V’“V‘" 41/ 1O

Ra) N -
- -y [ree - " 7 - X
= T p— -
- ! ]
" v | bt ] ) ! .
[} toy : 1
E = = < M 5 Lot 4 12
! A d i ! !
uJ ) by : {
X zot ) A 1 -~ -
'y [ -
‘1 - P & |
fl 1
ﬁ hw

TSCE

ﬁdhw

et | 0| | 1 SRR L -
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Bottleneck is memory, not CPU speed !

Application IPC

IPC vs. Memory cycles

® Application IPC B Memory Cycles

ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541

for typical datacenter applications

100%

75%

50%

25%

0%

Total Execution Cycles
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Scale-up CPUs don’t fit scale-out apps*

&
e v ’
-

E
A |
=
=

T T e (0 Ty e e

ﬁkﬂndnn,@n m*i:dmxm ', ! 5_13~1r1r1r~‘ rT 20 1 En » '-..
Shaned-t-a Cat '~;§,‘i <~ Stiared L3 Cache” {=/5

L-J bhi } i ‘

_J i ' ! 1 boe f
h“ rem R"J x X — -~ -v—‘ -_— v—-1 —— S S —

o1y L.GIIO 3

Very little reuse Too few cores!

* Clearing the Clouds [Ferdman et al, ASPLOS ’12]
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B/W unused!

Cores too fat!
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Next gen. data-centers — scale-out CPUs™* !

Many small,
low-power cores, based
on ARM-A9 architecture

Locally connected,
no global interconnect

Many, small, individual
caches, shared L2

4 Pods
L‘C €1 C C (T"C
CIC C |l C ClIC|C]|LC
LlC C| C ClClCI|.C
C | C CllClIC]| C

@
O
—
N

EOO

@)
olllelle

@

O|O0O

ellellelle

O|000O
Sli@l@]
olle

@)
eliloliole

L2

—
N

Memory + |/O ports

Big, WidelO DRAM as L3 cache !
Is this feasible today?

*[Lotfi-Kamran et al. ISCA ’12]
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Scale-out Processor: 3D-Stacked

* 4 independent pods

 Each Pod
— 1 Wide IO DRAM 4GB with
8 stacked dies of 1Gb

* 1 Wide IO DRAM = 4 channels
with 128b/channel
— 1056 I0s

» Face-to-back assuming logic
die on the bottom, one WidelO
on the top

* ybumps of the WidelODRAM
routed to the TSVs of the logic
die using RDLs

vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541

16 Core Pod

4GB

16 Core Pod

4GB

WidelODRAM WidelODRAM
8x4Gb 8x4Gb
16 Core Pod 16 Core Pod
4GB 4GB
WidelODRAM WidelODRAM
8x4Gb 8x4Gb

| ]
L
]

8mm »
timm | Tier1/Diet

TieroDied || |
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Scale-out Processor: 3D-Interposer

16 Core Pod 16 Core Pod
Tier1/Diel0 Tier1/Dielt
4GB 4GB
WidelODRAM WidelODRAM
8x4Gb 8x4Gb () |
16 Core Pod 16 Core Pod :- -;
4GB 4GB L
WidelODRAM WidelODRAM _ _
8x4Gb 8x4Gb Tier0/Die0

* Face-to-face integration using pybumps only

* There are no TSVs in logic to memory interconnect

* Interposer designed to accommodate max reticle size
=

ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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3D Stacked Scale-out Processor

TSV arrays
1 Pod shown

WORAMIWDRAM _mem_amay_{| | WDRAMiWDRAM_mem_aray._L

pgbump arrays
Logic die WidelO DRAM

vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541 58



Backside routing & reporting

h

BRDL Pitch: 1.00
RDLs : 2

Total Nets 1056
Total Routed Nets 1056
Ignored Nets 0

Failed Nets 0

Max Wire length 5206.26

Min Wire length 2775.24
Average Wire length 4079.85
Total Wire length
4308327.00
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Backside routing congestion analysis

Parameters:
TSV@30,20,10um

RDL@10,5,2um

TSV@20RDL@I0 TSV@30RDL@I10

High Congestion

M Medium Congestion

P

Ly IX M No Congestion TSV@20RDL@2

Low Congestion
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3D Stacked VP — Thermal Modeling

Power density map

- {10

IO

' =2 -1 0 1 2 -2 -1
vz, ULB/BEAMS/MILOJEVIC Dragomir/ELEC-H-541
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No fancy cooling solution is required !

s m10C/wW m3C/W mic/w

Temperature (C)

220

200

180

160

140

120

100

80

60 -

40

20

0 .

Junction-Ambient Thermal Chip Package Chip Cooling
Resistance (C/W)
10 30x30mm FBGA None
3 30x30mm FBGA Passive Heat Sink
1 30x30mm FBGA Active Heat Sink

m3C/wW mic/w

MapReduce (16.2W) DataServing (17 W) Web Serving (18 W) CPU-intensive (15 W)

MapReduce (16.2W) Data Serving (17 W) Web Serving (18 W) CPU-intensive (15 W)
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Silicon Interposer

e We need to limit the max length of the wires on the interposer
e /bumps have to be pushed on the edge of the logic die

e Trade-off between the Interposer and Logic die routing

Number of RDL: 2
RDL Pitch: 1.00

Total Nets 1056

Total Routed Nets 1056
Ignored Nets 0

Failed Nets 0

Max Wire length 9968.16
Min Wire length 3801.48
Average Wire length 7216.75
Total Wire length 7620890.00
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Interposer vs. 3D Stacked

Backside RDL (3D) vs. front side (3D-Interposer)
wirelength distribution

3D 3D-Inter
450 300
400
250
350
300 200
250
150 —
200
150 100 B & 3D-Inter
100
50 I
N l [
O ‘ ‘ ‘ ‘ - O T T l-l T T T
N
0(9% ’f’\ ‘.bq’\ ‘90\ '3’\ ’\(°\ %(b\ .0\’ 6”\ ‘.9\ ‘<>°’\ ??’\ ’.13’\ .0%\ 90\ ,\’.\\’\ bf.>°’\ ’bb‘\ .\5"\
O S O \’,9’ & bq'?’ (° ERMRG G A Al S N
N > N v v ) ’b Ng % v S A o
o \

9968.16

Max length 4079.85 .
Total WL 4308327.00 Zi’ 7620890.00
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Thermal: 3D vs. Si-Interposer
i

N7

777z

IMMNAAN
JATNNMANNNN

S ~
%Z \\\\\\\\\\\\§§§
il I
Low-power 2.5D 3D AT
&q} Logic  2W 76 84 +8
gz}\ DRAM  0.2W 64 84 +10
High-power
086 Logic 20W 86 110 +24
< DRAM  0.2W 37 Aiv 96 +59

Better thermal behavior of the interposer.
We need to trade-off performance vs. thermal
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/. Practical work



e Now that you know more about Advanced integration, it is your
turn ...

SHAP@Ks

‘

%v_vxe i
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Suggested topics

® This is what | have in mind (you can choose):
+ Floorplanning for 3D ICs
+ Thermal floorplanning for 3D ICs

+ Post synthesis gate-level partitioning for 3D circuits for standard
design flow (RD)

+ Graph theory applied to circuit partitioning (partition algorithms)
e | will provide description of each topic during lectures

e |f you don't like proposed topics, make a suggestion by email
by the beginning of the next week
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For next week

® Do your article search (“Google is your friend”)

+ For non-free articles | can help you in getting IEEE or similar
PDFs, send me the link

e Make a first round of the SOA
e Objective : come up with the overview, who, what etc.
e Make a plan

e We will then refine on person to person basis
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