
Chapter 2 

POWER, JUNCTION TEMPERATURE, AND 
RELIABILITY 

Abstract: In this chapter, we initially discuss the power consumption trends and its 
impact on junction temperature elevation. Junction temperature plays a pivotal 
role in determining long term integrated circuit reliability. Therefore, we 
discuss the impact of junction temperature on the reliability of CMOS 
integrated circuits. 

Keywords: CMOS, Junction Temperature, Reliability, Leakage Power, Failure 
Mechanisms. 

1. POWER IN NANOMETER REGIME 

The power of an integrated circuit (IC), for a futed operating voltage and 
temperature, increases linearly with the clock frequency (the frequency of a 
master signal with which all operations must be synchronized) driving the 
IC. Extrapolation of the power vs. frequency response down to a frequency 
of zero (which may be realized in a sleep mode) yields a non-zero power, 
which is referred to as the static power, P,,,,,. Increasing amount of attention 
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is paid on to the techniques to reduce the overall power consumption, and an 
interested reader is referred to several outstanding work in this domain [I].  
However, we briefly discuss various dynamic and leakage current 
components in subsequent sub-sections. This discussion will be useful in 
building intuitive understanding for following sections in this chapter. 

1.1 Dynamic Power 

The component of power which is proportional to the frequency is 
referred to as the dynamic power, PdYnnzic The dynamic power is due 
primarily to the charging and discharging of capacitances in the IC, and can 
be represented by an effective switching capacitance, C, via the well known 
relationship, 

In this equation C does not necessarily represent the actual total 
capacitance being switched by the chip since many of the circuits may be 
switching at some fraction off (or, for that matter, at some multiple o f n .  
Furthermore, another source of active power, sometimes referred to as short- 
circuit; shoot-through, or crossover power, is also lumped into C. This short- 
circuit power is due to current which completes a path from the power 
supply node to ground directly through a network of n-type andp-type FETs 
during the short but finite time interval when the gates are close to V d 2 ,  
and hence both n- and p-type FETs are in a conducting state. Typically this 
component represents several percent of the active power. 

1.2 Static Power 

The standby current density increases exponentially as the channel length 
is decreased. This follows from the demand that V T H  decreases with VDD, to 
maintain a high drive current and achieve the performance improvement. 
This current causes an additional power demand in the operation of CMOS 
which is often referred to as static power, since, unlike switching, or active 
power, static power is dissipated by all CMOS circuits all of the time, 
whether or not they are actively switching. 
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Figure 2-1. Static and dynamic power trends, vs. L,,, for a junction temperature of 25°C [ 2 ] .  

Figure 2.1 illustrates the static power trend based on sub-threshold 
currents calculated from the industry trends of VTH , all for a junction 
temperature of T, = 25OC. More practical values of T, only serve to 
exacerbate this situation, with the off current of MOSFETs rising nearly two 
times for each 10°C increase in T,. For reference, the active power density is 
shown in Figure 2.1 in the same scale to illustrate that the sub-threshold 
component of power dissipation is emerging to compete with the long 
battled active power component for even the most power-tolerant, high 
speed CMOS applications. Empirical extrapolation (dashed curves) suggest 
that sub-threshold power will equal active power at L,,,, of 20nm and this 
point will be encountered closer to L,,, of 50nm at elevated temperatures 
P I .  
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Figure 2-2. Figure 2.2: Leakage current mechanisms for CMOS transistors [3]. 

The total leakage current IoFF is influenced by threshold voltage, channel 
physical dimensions, channel/surface doping profile, draidsource junction 
depth, gate oxide thickness, and VDD. Understanding the different 
components of leakage current is a necessity for developing techniques to 
effectively reduce the off-state leakage. Figure 2.2 shows these leakage 
current mechanisms [3]. 

1.2.1 Subthreshold Leakage (I,) 

Subthreshold leakage is the weak inversion conduction current that flows 
between the source and the drain of a MOS transistor when gate voltage is 
below the threshold voltage, VTH, [4]. Unlike the strong inversion region in 
which drift current dominates, the subthreshold conduction is dominated by 
the diffusion current. In a similar manner to charge transport across the base 
of a bipolar transistor, carriers move by diffusion along the surface. Weak 
inversion or subthreshold current typically dominates modern device off- 
state leakage due to low VTH. 



Powel; Junction Temperature, and Reliability 

I 
I 
I 
I 

I Subthreshold Slope 
j [mvldecade] of current 

Figure 2-3. Subthreshold leakage in NMOS transistor. 

Subthreshold current is exponentially related to the gate voltage as 
illustrated in Figure 2.3. The inverse of the slope of the loglll(IdS) versus Vg, 
characteristic is called the subthreshold slope (St) [4]. Subthreshold slope 
indicates how effectively the transistor can be turned off when Vgr is reduced 
below VTH thus it is desirable to reduce St. Typical values of St for bulk 
CMOS technology range from 70mVldecade to 120mVldecade (70 
mvldecade means that 70 mV reduction in gate voltage reduces the 
subthreshold current by one order of magnitude). 

Subthreshold current is an exponential function of the drain voltage. 
However, in long channel devices this dependency is very weak for very low 
VDs (in the order of few Vt = kT/q = 26mV at 25 '~) .  The subthreshold 
leakage increases with Vos increase due to drain induced barrier lowering 
(DIBL) effect. When in short channel devices a high VDs is applied to the 
drain, it lowers the potential barriers height. As a consequence more carriers 
can flow and give rise to higher subthreshold current. DIBL does not change 
the subthreshold slope (St), but it lowers the threshold voltage. Figure 2.4 
shows that DIBL effect shifts the IDS-VGS curve to the left and to the top [3]. 
Devices with shorter channel length suffer more from DIBL effect. The 
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effect of DIBL on subthreshold current can be reduced by increased surface 
and channel doping and shallower sourceldrain junction depths. 

1.2.2 Band-to-Band Tunneling Current (12) 

If a high electric field is applied to a reverse biasedpn junction, electrons 
tunnel across the junction giving rise to tunneling current. The electrons 
tunnel from the valance band of thep-region to the conduction band of the n- 
region as it is shown in Figure 2.5. Tunneling occurs when the voltage drop 
across the reverse biasedpn junction is greater than the semiconductor band- 
gap. 
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Figure 2-4. Figure 2.4: n-channel IDS vs. VGS showing DIBL, GIDL, weak inversion andpn 
junction leakage components [3]. 
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Figure 2-5. Band-to-Band tunneling in reversed biaspn junction[S]. 

When the drain (or source) of an NMOS device is biased at a higher 
voltage with respect to the substrate, BTBT current flows from the drain (or 
source) to substrate through the reverse biased pn junction [5]. In scaled 
MOSFET technologies, p and n regions are heavily doped, and halo implant 
is utilized to reduce the short channel effects (SCE). Owing to the heavily 
doped nature of junctions, the BTBT current increases significantly. The 
BTBT current can be a major component of the transistor off current. 
Reducing substrate doping near the substrate-drainlsource junction is an 
effective method to reduce BTBT current, but it increases the short channel 
effects and leads to higher subthreshold leakage. An application of small 
forward body bias reduces the electric field across the junction, and hence 
reduces the BTBT current [6]. 

1.2.3 2.1.2.3 Punch through (13) 

As the channel becomes shorter in scaled CMOS technologies, the 
depletion layer widths of source and drain junction become comparable 
to the channel length. Using an abrupt one dimensional approximation, 
the width of the source junction Ws and that of the drain junction WD are 
given as [7]. 
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Where E~ is the permittivity of silicon, q is the electronic charge, NA is 
doping of the drain and source region, Vbi is the built in potential and VDs is 
drain to source voltage, and VBS is the body to source voltage. If the 
transistor is off and if the VDs is increased, at certain voltage the drain and 
source depletion layers will merge (Ws+WD = L) resulting in the punch 
through. Under these conditions, the gate loses the control over the channel. 
Therefore, punch through is a major limitation of device operation in short 
channel MOSFETs and often retrograde implant is used to prevent the 
occurrence of the punch through. 

1.2.4 Gate Oxide Tunneling (14) 

There are mainly two gate oxide leakage mechanisms between gate and 
the substrate of a MOSFET. One is the Fowler-Nordheim (FN) and another 
is the direct tunneling. Gate oxide leakage in scaled technologies is mainly 
due to the direct tunneling. In thin oxide layers (less than 3-4 nm), electrons 
tunnel directly from the silicon surface to the gate through the forbidden 
energy gap of the Si02 layer [5]. There are five different mechanisms that 
contribute to the direct tunneling current in MOSFETs. Two of these 
mechanisms cause the leakage between gate and source; and gate and drain 
extension overlap region, respectively. Next two mechanisms contribute 
leakage between the gate; and source and drain, respectively through the 
channel. Finally, the last component is the gate to substrate leakage current. 
The modeling of each of these components can be found in [8,9]. 

2. LEAKAGE REDUCTION TECHNIQUES 

As illustrated in Figure 2.1, the leakage power is becoming significant 
component of the total power and may contribute to majority of the power 
dissipation in future CMOS technologies [lo]. Therefore, in last decade and 
half a lot of attention has been paid on low power circuit and process 
techniques to reduce the elevated power consumption. Figure 2.6 shows the 
static or leakage power and dynamic power of the Intel microprocessors in 
different CMOS technologies. It is clear that the leakage power is increasing 
exponentially with the scaling. 
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Figure 2-6. Static and dynamic power trends for Intel microprocessors [lo]. 

Leakage current reduction can be achieved by utilizing either process 
techniques or circuit techniques. For low power applications combination of 
these two techniques are applied to reduce the leakage current. While at 
process level optimizing the device physical dimensions (length, oxide 
thickness, junction depth, etc) and the device doping profile lead to leakage 
current reduction, at circuit level, optimum biasing of the transistor terminals 
and other circuit techniques reduces the leakage current under different 
operating conditions. It must be noted that some of the leakage mechanisms 
like punch through can be optimized at process level while others can be 
optimized either at process level or at circuit level. 

2.1 Process Level Leakage Reduction Techniques 

Channel engineering is the process level technique which is used to 
reduce the leakage current while maximizing the linear and saturation drive 
currents. Changing the device doping profile in the channel region affects 
the electric field and potential contours and consequently changes the 
different current components. Steep retrograde wells and halo implants have 
been used to increase the drive current without affecting the off-state leakage 
current. Figure 2.7 shows the device with retrograde well and halo implants 
[6]. In a retrograde well structure, the doping concentration near the surface 
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is low and it increases in subsurface region. This results in higher channel 
mobility on the surface and prevents punch through in the subsurface region. 

Halo doping is a laterally non-uniform channel profile which controls the 
dependence of the threshold voltage on the channel length. In halo doping, 
the doping near the two edges of the channel is increased by the injection of 
point defects during sidewall oxidation, which gathers doping impurities 
from the substrate. As the channel length decreases, these highly doped 
regions consume a larger fraction of the total channel width, therefore reduce 
the width of the depletion region in the drain-substrate and source-substrate 
regions and guard against the threshold voltage degradation and leakage 
current increase. Although the halo implants reduce the subthreshold leakage 
current, they increase the band-to-band tunneling current in reverse bias pn 
junction due to increased doping. 

2.2 Circuit Level Leakage Reduction Techniques 

Often process level leakage reduction techniques are not enough to 
achieve low leakage objectives in contemporary VLSIs. Hence, circuit level 
leakage reduction techniques are utilized. In general, circuit level techniques 
offer greater flexibility and can be optimized for specific applications. 
Moreover, these techniques can be utilized to reduce the leakage current of 
the circuit either under nominal or stress conditions. Stress conditions refer 
to reliability screening test environment, where ZCs are subjected to higher 
junction temperature and higher supply voltage. 

Drain 
Extension 

Source Drain 

~ e t r o ~ r a d e  Halo 
Well 

Figure 2-7. Different aspect of well engineering [6]. 
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All the leakage reduction techniques under nominal conditions reduce the 
leakage current under nominal and stress conditions. There are some 
techniques that are designed specially for stress conditions, so under nominal 
conditions these techniques are disabled through proper signaling. 

Major research has been carried out on low power and leakage current 
reduction [ 1 1 - 181. The transistor IOFF comprises of several different 
components [17, 31 of which the subthreshold current is the most dominant 
in scaled technologies. Subthreshold current of a CMOS transistor is 
modeled as follow: 

In this equation A=,~,c,,w/L,~v~~~'~~, p, ,,$ the zero bias carrier mobility, 
C,, the gate oxide capacitance, Leff is the transistor effective channel length, 
W is the transistor width, q is the drain induced barrier lowering coefficient, 
y is the linearized body effect coefficient, n is the transistor subthreshold 
swing coefficient and V, is the thermal voltage given by KT/q (-33mV at 
110°C). In addition, VTHo, VGs, VsB and VDs denote the transistor zero-bias 
threshold voltage, gate-source, source-body and drain-source voltages 
respectively. In the following sub-sections different techniques to reduce 
subthreshold current are described. 

2.2.1 Non-Minimum Leff 

There is an exponential relationship between threshold voltage and 
effective channel length. Increasing the channel length will increase the 
threshold voltage. Figure 2.8 shows this exponential dependency. It must be 
noted that in very long channel lengths the dependency of threshold voltage 
on channel length decreases and extent of leakage reduction due to increased 
threshold voltage is limited by VTH roll-off [14, 191. 

In the region of interest, the threshold voltage increases almost linearly 
for small increases in the drawn channel length (Ltff). As a result, the 
increase in the transistor zero body bias threshold voltage is approximated as 
in Eq. (2.5) [19]. 
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Figure 2-8. Normalized effective channel length vs. normalized threshold voltage. 

It must be noted that in nano-scale technologies, the channel mobility 
remains constant and independent of channel length due to velocity 
saturation. Therefore, the reduction in leakage current using non-minimum 
channel length transistors can be modeled as [19]: 

Where, AL& the change in effective channel length. 

2.2.2 Stack Effect 

Another solution to the increasing leakage is placing a non-stack 
transistor on a stack of two transistors without affecting the input load [20]. 
It has been shown that stacking two off-transistors significantly reduces the 
sub-threshold leakage compared to a single off-transistor. The drawback of 
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this technique is the increased delay. This delay increase is comparable to 
high VTH logic implementation in a dual VTH technology. A significantly 
large fraction of the non-critical path implemented with this technique shows 
minimal performance degradation while reducing the sub-threshold leakage. 
The stack forcing technique can be either used in conjunction with dual VTH 
or with a single VTH technology [20]. 

Figure 2.9 shows a configuration of two stack transistors. The drain of 
the transistor NI is biased at VL)D and the source of the transistor N2 is 
connected to the ground. The intermediate node voltage (VN) reaches a 
steady state DC value for the two stack N-MOS pull down when both 
transistors are OFF. This value is within an order of magnitude of the 
thermal voltage (V,). In 130 nm technology VN is approximately lOOmV and 
is due to VN = IOFFROFF voltage drop across the bottom transistor (N2). As a 
result, a negative gate drive voltage (VGS) appears across the top N-MOS 
transistor (Nl) of the stack. Furthermore, there is a reduction in VDs which 
suppresses the leakage current due to DIBL effect and also there is a 
negative body to source bias, VBs (reverse body bias) which reduces the 
subthreshold current. Thus, the leakage current reduction using stack effect 
is as follow [ 191 : 

It must be noted that by using the stack transistor technique the drive 
current of the transistor NI is reduced accordingly. So it is important to place 
the stack transistors in the paths that charging the load is initial design target 
and discharging through the stack transistors with reduced drive current does 
not degrade the overall performance. 

2.2.3 Reverse Body Bias (RBB) 

The subthreshold leakage is reduced when the body of the transistor is 
biased to a negative voltage with respect to the source of the transistor 
(VsB<O). The reduction in the leakage current is proportional to the extent of 
the applied reverse body bias. However, beyond a certain optimal reverse 
body bias voltage, the transistor off-state leakage current starts to increase 
due to increased band-to-band tunneling current as shown in Figure 2.10 
[15]. The optimum RBB for sub-130 nm technologies is approximately 30% 
of the VDD. 
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Figure 2-9. Leakage reduction using the stack effect. 

Reverse Bias Voltage (VsBNDD) 

Figure 2-10. An optimum Reverse Body Bias (RBB) reduces the leakage current to its 
minimum [19]. 
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For the region around the optimum reverse body bias, the leakage 
reduction can be modeled as [19]: 

Reverse body bias technique is used to reduce leakage current during 
active operation, burn-in, as well as in standby mode. During active 
operation, RBB is applied to the idle portion of the chip to reduce overall 
chip leakage power without impacting the performance. Since the chip 
operational frequency is very low during burn-in, RBB can be applied to the 
whole chip simultaneously. 

2.2.4 Multi-threshold Logic 

This technique adjusts high performance critical path transistors with low 
VTH while non-critical paths are implemented with high VTH transistors. 
Hence, performance and power objectives are achieved at the cost of 
additional process complexity. Wei, et. al., reported a reduction of more 
than 80% in leakage power while meeting the performance objectives by 
using a dual VTH technology [2 11. 

Alternatively, a high VTH transistor can be placed between power 
supply/ground and the high performance circuit or block (Figure 2.1 1). In 
the active mode, the high VTH transistors are on and since their on-resistance 
is low, the performance impact is minimal. In the standby mode, the high 
VTH transistor is off, and hence the leakage is limited to the leakage of a high 
VTH transistor [22]. Traditionally, multi-threshold transistors are realized 
through different doses of threshold adjust ion implantations. Adjusting the 
threshold voltages can also be done by depositing two different oxide 
thicknesses or by different channel lengths [21]. 

2.2.5 Comparison of Leakage Reduction Techniques 

Table 2.1 shows the leakage reduction achieved by using different 
techniques. In this table the theoretical models are compared with simulation 
results. Although theoretical models track simulation results for all 
techniques, they under estimate the reduction in leakage current. This is due 
to simplification in leakage reduction models. These results indicate that the 
stack effect technique reduces the leakage current by up to 12x while, the 
non-minimum Leff technique (Lef increased by 30%) reduces the leakage 
current by 9.3 x. Reverse body bias equal to 30% of VDD reduces the leakage 
current by 2.2-2.3~ [19]. 
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Figure 2-1 I. MTCMOS used to reduce the leakage of the low VTH network. 

Tabk 2-1. Leakage current reductions for 130nm technology [19]. 

Technique Simulation 
Results 

Theoretical 
Model 

Stack Effect 12.0 x 

RBB 
(30% Reverse Bias) 2.3 x 
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2.2.6 Leakage Reduction and Impact on Performance 

The leakage reduction is always desirable since it is wasted power. 
However, one must also look at the cost of reducing the power consumption 
with respect to its impact on performance. One of the most important trade- 
offs is leakage reduction and performance degradation trade-off. Design 
engineers often look at the ION/IoFF ratio rather the absolute value of the IOFF 
reduction when they examine any leakage reduction technique. The amount 
of Im determines the performance of the circuit and any reduction in ION 
leads to performance degradation. 

Figure 2.12 shows the ION/IoFF trends with technology scaling (solid 
lines) and also the threshold voltage trends with technology scaling (dash 
lines) for two cases of low and high threshold voltage. It can be seen that 
transistor Io.FF/pm is increasing by 3-5x per generation resulting in the 
degradation of ION/I~FF ratio with technology scaling. This results in 
excessive leakage currents for the 70 nm generation and offsets the reduction 
in switching energy obtained from scaling. 

Figure 2-12. and VTH scaling trends for typical comer device in 1 10°C and nominal 
VDD ~ 9 1 .  
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Figure 2-13. Comparison of leakage reduction techniques in 70 nm technology in I 10°C [19]. 

Figure 2.13 quantify the IOFF VS. ION tradeoffs for each leakage reduction 
technique for the 130nm and 70nm technologies. This figure indicates that 
both reverse body bias and non-minimum LCf techniques result in lesser 
degradation of transistor than stack effect. Consequently, both reverse body 
bias and non-minimum LCff techniques have steeper gradients in the ZoFFZoN 
plane making them more efficient in reducing leakage current for 130-70nm 
technologies [ 191. 

2.2.7 Leakage Reduction Techniques and Scaling Trends 

Figure 2.14 shows the effectiveness of leakage reduction techniques with 
respect to scaling. In this figure dloFF is the reduction in leakage and dloN is 
reduction in drive current where certain leakage reduction technique is 
incorporated. 
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Figure 2-14. Trend for effectiveness of leakage reduction techniques with technology scaling. 

It can be seen that for reverse body bias the ratio of AIOFF/AIoN is the 
highest where, stack effect has the worse ratio. Another important 
observation from this figure is that the effectiveness of all these leakage 
reduction techniques is reducing with technology scaling. For reverse body 
bias technique, the AIOFF/AIoN has decreased from 20x to 7 . 5 ~  and for non- 
minimum Lefr it is reduced from 3 . 1 ~  to 2 . 8 ~  with scaling from 130 nm 
technology to 70 nm technology. This ratio for stack effect is reduced from 
2 . 2 ~  to 1 . 9 ~  with scaling from 130 nm technology to 70 nm technology [19]. 

3. JUNCTION TEMPERATURE PROJECTIONS 
FOR DEEP SUB-MICRON TECHNOLOGIES 

Several techniques can estimate junction temperature. One method 
directly measures junction temperature with thermal sensors at several on- 
chip locations during normal and burn-in conditions [23, 241. Another 
method uses chip level 3D electro-thermal simulators that can find the 
steady-state CMOS VLSI chip temperature profile at the corresponding 
circuit performance [25, 261. However, thermal sensors are relatively large 
devices, and accurate prediction requires a number of them placed on the IC. 
Sensors require calibration. Gerosa, et. al., reported a 0.2mm2 thermal sensor 
with a sensing range of 0-128°C and a 5-bit resolution (4°C) [27]. Thermal 
sensors can only be used for verification, and one may have to use other 
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techniques for prediction and estimation. 3D electro-thermal simulators 
cannot be used for large-scale integrated circuits such as microprocessors 
because of long simulation time. The simulation time of a 2D Discrete 
Cosine Transformation (DCT) chip (107,832 transistors, 8 MHz) was 
reported at 12 hours [26]. 

In this section, a method for average junction temperature (T,) estimation 
that can be used for normal and burn-in operating conditions is proposed. 
The method can predict the impact of technology scaling on junction 
temperature. The packaging issues, such as the thermal impedance of the 
package and other such factors were not considered. In this work the focus 
was on the intrinsic die behavior under the burn-in and normal conditions 
since package thermal properties tend to be user-specific. 

3.1 Semiconductor Thermal Resistance Models 

The Arrhenius model predicts that the failure rate of integrated circuits is 
an inverse exponential function of the junction temperature. A small increase 
of 10-15°C in junction temperature may result in -2x reduction in the life 
span of the device [28]. While T, represents the ambient temperature for an 
IC, the relationship between ambient and average junction temperature for a 
VLSI is often described as in [29]: 

Where T, is the ambient temperature, Pchip is the total power dissipation 
of the chip, and R,, is the junction-to-ambient thermal resistance. The impact 
of technology scaling on Eq. (2.9) must be analyzed to estimate the average 
junction temperature for several technologies. In this work the power 
dissipation and thermal resistance change with technology scaling were 
investigated in order to predict how these parameters will change. 

The initial investigations on technology scaling and thermal resistance 
were carried out on bipolar transistors. For these devices, the thermal 
resistance was estimated as in [30]: 

Where K is the thermal conductivity of silicon, ( L x w  is the emitter size, 
and Rjn is the thermal resistance ("CImW). It was shown that the thermal 
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resistance increased as the emitter size was reduced. Recently, a relationship 
between the thermal resistance of a MOSFET and its geometrical parameters 
was derived using a 3-D heat flow equation [3 I]. 

Where k is the thermal conductivity of silicon ( k  = 1.5~10-4W/mm°C 
[32]), W and L are channel geometry parameters. The thermal conductivity 
of silicon has a temperature dependence described in [33]. 

The temperature dependence of silicon thermal conductivity is more 
important in silicon on insulator (SOI) technologies where self-heating 
contributes to a rise in junction temperature. So, our calculations assumed 
that the thermal resistance of silicon was temperature independent [3  1, 321. 
Eq. (2.11) was used for the thermal resistance calculations for MOSFETs in 
different CMOS technologies. 

3.2 Estimation of Junction Temperature Increase with 
Technology Scaling at Normal Conditions 

F,,,, is defined as the maximum toggle frequency of an inverter in a 
given technology. The dynamic power consumption calculation under 
normal operating conditions was done at 70% of F,,,,. HSPICE simulations 
were carried out with BSIM model level 49. Transistor models for a 0.1 3pm 
CMOS technology were taken from United Microelectronics Corporation 
(UMC). Transistor models for other CMOS technologies were adapted from 
the Taiwan Semiconductor Manufacturing Corporation (TSMC). The 
simulation results and transistor sizes are given in Table 2.2. 

The inverter load was the standard load element (N-MOSFET) used by 
TSMC for inverter ring-oscillator simulations. The load element sizes were 
taken from the TSMC and UMC SPICE models file specified for each of 
analyzed CMOS technologies. The International Technology Road map for 
Semiconductors (ITRS) 2002 [34] indicates that scaling down of device sizes 
is still in progress. Planar type transistors with 15-30 nm gate lengths have 
already been demonstrated [35]. However, 90-100 nm CMOS technology is 
currently the state-of-the-art for production of microprocessors and SRAM 
chips [36-381. Therefore, we included the 90 nm CMOS technology node in 
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our study of burn-in testing. The effective channel length of transistors for 
this technology was assumed to be 55-65 nm. 

Table 2-2. Simulated CMOS inverter parameters and F,,,,. 

CMOS N-MOSFET P-MOSFET N-MOSFET Fmrn Fopeming 

Tecllnolog)~ W/L W/L, Load W/L, Load =(I. 7F,w 
,urn/VDD V pm /,urn P / ~ m  pm /pm MHz MHz 

The total power consumption of an inverter toggling at 0. 7Fm, in four 
different technologies is simulated, with results given in Table 2.2. The 
thermal resistance of an average transistor was computed from Eq. (2.1 1). 
The average size of a transistor was estimated by averaging the NMOS and 
PMOS transistor widths. 

As the transistor dimensions are reduced, the thermal resistance 
increases. Figure 2.15 illustrates inverter power dissipation at an operating 
frequency of 0. 7Fm, and the thermal resistance of an average transistor as 
functions of technology. Owing to lack of access to 90 nm CMOS 
technology, an alternative method was utilized to obtain the inverter power 
and thermal resistance estimates in Figure 2.15. For the 1 .O V, 90 nm CMOS 
technology, the ITRS predicts the transistor density in a microprocessor chip 
to be about 0.27 millions/mm2. It is assumed that the transistor density is 
doubled with technology scaling for each new process generation. An 
industrial estimate of the power density of a microprocessor chip, 
implemented in 90 nm technology, is approximately 0 . 5 ~ / m m *  [37-391. 
Power density is defined as the power dissipated by the chip per unit area 
under nominal frequency and normal operating conditions. Using these 
assumptions we can estimate the inverter power dissipation at normal 
operating conditions (VDD = IV, T =  25°C) and speed (Figure 2.15). 
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Figure 2-15. Inverter power dissipation and transistor thermal resistance for different CMOS 
technologies. 

The scaling scenario of transistor sizes in a CMOS inverter was extended 
to 90 nm CMOS technology to calculate the thermal resistance. Transistor 
sizes of PMOSFET (W/L) =3.O/O. I and NMOSFET (W/L)=l.O/O. 1 were used. 
The calculated transistor thermal resistance for 90 nm technology using Eq. 
(2.5) is shown in Figure 2.15. 

The 0.35pm CMOS technology was used as the reference technology. 
Using Eq. (2.9), AT can be defined as the temperature difference between 
junction and the ambient. If AT is set to unity for a 0.35pm technology, then 
the normalized change in AT with respect to the reference technology can be 
calculated. Using Eq. (2.9) and data presented in Figure 2.15, the normalized 
average temperature increase for different technologies was estimated. For 
example, Eq. (2.12) is used for calculation of AT(,J~=AT(, ,~~ ratio: 
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Figure 2.16 shows the normalized MOSFET junction temperature change 
with respect to the 0.35ym technology using Eq. (2.12). As the technology 
shrinks from 0.35ym to 0.18ym, the normalized temperature increased 
primarily from the increase in thermal resistance with scaling. However, 
scaling from 0.18ym to 0.09ym results in lower normalized MOSFET 
junction temperature with respect to 0.18pm technology. The reduction in 
normalized transistor temperature is due to the drastic reduction in power 
dissipation. The reduced parasitic capacitance is the primary reason for the 
reduced power dissipation. As a result of scaling from 0.1 8pm technology, P 
reduces faster than R,, increases. 

The increase in transistor density with scaling when estimating the 
average normalized temperature increase must also be considered. The 
density numbers were adopted from the International Technology Road map 
for Semiconductors (ITRS) [34,40]. Figure 2.17 shows the increased number 
of transistors and chip size with scaling. These graphs allow us to calculate 
the transistor density in the chip for the given technology. 

.05 0.10 0.15 0.20 0.25 0.30 0.35 
CMOS Technology Generation (pm) 

Figure 2-16, MOSFETjunction temperature vs. technology. 
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Figure 2-1 7. The trends of CMOS logic chips (data for graphs were adopted from [ I  7, 201). 
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Figure 2-18. Normalized chip junction temperature increase with technology scaling for 
normal operating conditions. 
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The normalized temperature increase of a CMOS chip with technology 
scaling was calculated by multiplying the temperature increase per transistor 
in Figure 2.16 times the transistor density calculated from Figure 2.17. The 
results are shown in Figure 2.18. It can be concluded from Figure 2.18 that 
the normalized temperature increase of the chip is significantly elevated with 
CMOS technology scaling from 350 nm to 90 nm under normal operating 
conditions. The estimated junction temperature of a 90 nm CMOS chip is 
-4.5 times higher than the junction temperature of a 0.35pm CMOS chip. 
This calculation assumed that the ambient temperature was the same for all 
analyzed technologies. 

4. RELIABILITY ISSUES IN SCALED 
TECHNOLOGIES 

The effects of temperature and VDD on microelectronic devices are often 
assessed by accelerated tests carried out at high temperature and voltage to 
generate reliability failures in a reasonable time period. Burn-in is often used 
as a reliability screen to weed out infant mortalities. Weak gate oxides are 
one of the major components of such failures. These failures are accelerated 
due to elevated electric field and temperature. Several dielectric breakdown 
models exist in the literature that can describe intrinsic as well as the defect- 
related breakdown. In the next subsections, we consider some widely used 
models. It is apparent that electric field and junction temperature influence 
the time to breakdown of a gate oxide. Metal failures are another typical 
reliability failure mechanism activated by burn-in. Most metal failures are 
due to electro-migration [42,43] or stress voiding [43]. The increase in chip 
junction temperature results in an exponential increase in cooling cost [24]. 

4.1 Time-Dependent Dielectric Breakdown (TDDB) and 
Gate Oxide Breakdown Models 

The fundamental physical mechanisms of gate oxide breakdown are 
divided into two groups: intrinsic and extrinsic oxide breakdown 
mechanisms. The intrinsic oxide breakdown and wear out refers to defect- 
free oxide. The failure mechanism can be defined at the critical density of 
accumulated charge traps in the gate oxide through which a conductive path 
is formed from one interface to the other. The extrinsic breakdown refers to 
defects in the oxide whose failure mechanisms are the result of plasma 
damage, mechanical stress inside of oxide film, contamination, hot carrier 
damage, or oxide damage by ion implantation. The extrinsic damages in gate 
oxide typically appear during relatively short time burn-in testing (-12 
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hours). Both breakdown mechanisms appear during bum-in as well as life 
testing [44,45]. 

The E and 1/E models are widely used in intrinsic gate oxide reliability 
predictions for oxide thickness greater than 50A. Both models have a 
physical basis. The E-model is expressed as: 

Where t is the time to breakdown, A is a constant for a given technology, 
y is the field acceleration parameter, E is the oxide field, E, is the thermal 
activation energy, k is Boltzman's constant, and T, is the junction 
temperature (OK). The E-model is based on thermo-chemical foundation and 
it indicates that increasing electric field across the gate oxide will decrease 
the time to break down. On the other hand, if we assume that the breakdown 
process is a current driven process, then the I/E model predicts: 

t = z, exp - exp - (;) [:ij] 
Where t(/ and G are constants, E is the oxide electric field, E, is the 

activation energy, and T, is the junction temperature. The I/E model implies 
that the dielectric will not degrade in the absence of electric field. The I/E 
model ignores important thermalldiffusion processes that are known to 
degrade all materials over time, even in the absence of an electric field. 
Figure 2.19 shows the comparison of E-model and I/E-model failure in time 
(FIT) to time dependent dielectric breakdown (TDDB) in T=l75 "C. 

To increase the drive current and to control the short channel effects, the 
oxide thickness should decrease at each technology node. The experimental 
measurements of time to breakdown of ultra thin gate oxides with thickness 
less than 40 A show that the conventional E and l/E TDDB models cannot 
provide the necessary accuracy for calculation and prediction [46]. Hence, 
starting from about the 180 nm CMOS technology (Tax range is about 26-3 1 
A) a new TDDB model is proposed [46, 471. Experiments show that the 
generation rate of stress-induced leakage current (SILC) and charge to 
breakdown ( Q B D )  in ultra- thin oxides is controlled by gate voltage rather 
than the electric field. This model (Eq. 2.15) includes the gate oxide 
thickness (Tax) and the gate voltage (VG) [48]. 
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Where y is the acceleration factor, Efl is the activation energy, a is the 
oxide thickness acceleration factor, To is a constant for a given technology, 
and T, is the average junction temperature. Time to breakdown physical 
parameter values were extracted from experiments as follows: (y a) = 2.0 
l/A, y = 12.5 I/V and ( y -  EJ = 575 meV [48]. 

Historically, the activation energy has been an independent parameter in 
gate oxide breakdown models. However, starting from 130 nm technology, it 
becomes a function of accelerating electric field, as shown in Eq. (2.16) [49]. 

En 1.15-0.07. E o r  [eV] (2.1 6) 

1 .OE+08 
\ 

1 .OE+07-• \ TDDB - E model - - - 11E model 

2 1.OE+03-. 
3 - 1 .OE+02-. 
Q 

I.OE+Ol-. 
0 - 1 .OE-00 -. 
Q, E 1.OE-01 -' 

i= 1 .OE-02 - -  

Figure 2-19. Comparison of E-model and I/E-model fit to T=175OC TDDB. 

All the above methods describe the behavior of the intrinsic, good quality 
gate oxide. However, these models can also predict the time to breakdown 
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under extrinsic oxide breakdown conditions, which include oxide damage by 
ion implantation, plasma damage, mechanical stresses, and contamination 
from technology processes. Under these conditions, the E, is reduced. Since, 
the time to breakdown is a strong function of T, and E,, above mentioned 
oxide breakdown models can be used to predict the defect related 
breakdown. 

To explain the time-dependent dielectric breakdown (TDDB) mechanism 
of extremely thin oxide films (-20-30 I$), researchers proposed two different 
approaches: (1) the anode hole injection model [50], (2) the electron trap 
generation model [5 11. According to the first model, injected electrons 
generate holes at the anode that can tunnel back into the oxide. Intrinsic 
breakdown occurs when a critical hole concentration (QBD) is reached. The 
second model claims that a critical density of electron traps generated during 
stress is required to trigger oxide breakdown. Based on this model the 
breakdown event is presented as the formation of a conductive path of traps 
connecting the anode to the cathode interface. Recently, it was shown that 
the anode hole in-jection model and the electron trap generation model can be 
directly linked. A new model based on a percolation concept and statistical 
properties of oxide breakdown was developed [52]. Accordingly, breakdown 
can occur only when a connecting path of traps is formed across the gate 
oxide from the substrate to the gate due to the random defect generation 
throughout the insulating film. The physics-based analytical model [53], 
which is the extension and simplification of the common percolation 
concept, allows us to calculate (Eq. 2.17) the critical density (NCri,) of defects 
per unit of area at breakdown conditions as a function of gate oxide 
thickness (t,,). 

Where, cql is the lattice constant of a cubic structure in the oxide bulk (Q - 2.34 nm), and A. is the oxide area. 
The relationship between the charge-to-breakdown (QBD), the critical 

defect density (N,,,,), and the injected electron density (P,) is [54]: 

The time-to-breakdown of thin oxides is determined by: 
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Where, J, is the tunneling current across the gate oxide. The tunneling 
current (J,) and the injected electron density (Pg) can be extracted from the 
experiments using SILC and C-V measurements [54]. Gate oxide defects 
have traditionally been a major reason for burn-in. Although other defects 
are activated during burn-in, it is important to understand the theory of oxide 
wear out and breakdown. 

4.2 Electro-migration (EM) 

Interconnect E M  is the movement of metal atoms in the direction of 
electron flow due to momentum transfer from electrons to the metal ions 
under thermal and voltage stresses. EM is usually modeled by the empirical 
Black's formula [55], which relates the Mean-Time-To-Failure (MTTF) to 
the stressing conditions and is given as: 

MTTF = A .  J-" exp - [ 2,) 
Where A is the process constant dependent on material and geometry of 

the metal strip, n is a current exponent factor, T, is the absolute junction 
(chip) temperature, k is the Boltzmann's constant, E, is the activation energy 
and J is the current density. The activation energy for Al-Cu metal is in the 
range of 0.76-0.86 eV [56], and the activation energy for Cu 
interconnections, can vary widely from 0.7-0.9 eV to 1.0 eV. The lifetime of 
interconnects is decreased with the reduction of line width [57]. The 
accuracy of lifetime prediction is strongly dependent on the accuracy of the 
junction temperature measurement during the acceleration testing. 

4.3 Hot Electron Effect 

Substrate current has been successfully used as the Hot Carrier Injection 
(HCI) reliability indicator [58]. General substrate current model shows Isub 
decreases while temperature increases. This is due to carrier mean free path 
reduction from more lattices scattering at higher temperature [59]. Recent 
study shows Isub is insensitive to temperature over the range 77°K to 300°K 
due to the insensitivity of the carrier mean free path to the temperature. The 
latest study shows Isub of 0.25pm device has reversed temperature 
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dependence: Isub increases with the temperature when VDD is lower than a 
specific value, which can be defined as VDD transition point. For HCI 
reliability, the field operation lifetime is projected from accelerated high bias 
stress data. The fully understanding of this reversed temperature effect and 
VnD transition point will greatly impact on how to correctly set stress 
conditions and accurately project HCI lifetime to field operation conditions 

The widely used I,,,, model is: 

Where Id is the source drain current, Ai is the coefficient, 1 is carriers 
mean free path, ipi is the energy required to generate electron-hole pair. 
P3kT/2 is the thermal kinetic energy which has been taken into account. 

4.4 Negative Bias Temperature Instability (NBTI) 

Negative bias temperature instability (NBTI) is a PMOS degradation 
mechanism that can result in threshold voltage shifts up to 100 mV or more 
in very thin oxide devices [61][62]. Negative bias temperature instability can 
occur whenever a PMOS is biased in inversion. The damage has been shown 
to consist of both the formation of positive fixed charge and interface state 
generation [63][61]. The effects of these damage mechanisms are a negative 
VTH shift (making the device harder to turn on) and transconductance 
degradation. Unlike hot carrier mechanisms, NBTI does not depend on any 
lateral (channel) field. The degradation is generally worst at VDs = 0 
[62][64]. Therefore, NBTI does not display significant channel length 
dependence, as hot carrier does. 

Analog circuits and SRAMs are particularly sensitive to NBTI related 
problems. First of all, analog circuits often require matching among 
transistors, and utilize larger channel lengths to achieve good VTH and ID 
matching. Secondly, many of analog transistors, such as biasing, are 
constantly on making them prone to NBTI. NBTI could be expected to be the 
dominant degradation mechanism for these devices. Even for PMOS 
normally operating at a low gate bias (for which the NBTI shift would be 
small), there may be other circuit operation modes (such as power-down 
mode) which expose the devices to a relatively high VGS [65]. 
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5. SUMMARY 

In this chapter active and leakage power consumption trends were 
reviewed. Subsequently, we discussed various strategies to reduce the total 
power consumption. The increased power consumption results in higher on 
chip, junction, temperature which in turns negatively influences various 
aging mechanisms. Therefore we discussed the impact of higher junction 
temperature on long term reliability. 
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