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One of the most important concerns in 3D technology is heat removal. In this paper we propose a 3D ther-
mal-aware floorplanner. Our contributions include: (1) a novel multi-objective formulation to consider
the thermal and performance constraints in the optimization approach; (2) an efficient Mixed Integer Lin-
ear Programming (MILP) representation of the floorplanning model; and (3) a smooth integration of the
MILP model with an accurate thermal modelling of the architecture. The experimental results for several
realistic 3D stacks based on the Niagara system show promising improvements of the main thermal met-
rics, with a reduced overhead in the wire length of the system.
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1. Introduction

The exponentially increasing power densities that have been
reached in current technologies, the values of leakage currents,
the cooling costs and the recent reliability constraints in micropro-
cessor-based systems have motivated the cooling down of the chip
temperature to be one of the main concerns in system design.

The operating temperature has a significant impact on micro-
processor design. At higher temperatures, transistors work slower
due to the degradation of the carrier mobility. The resistivity of the
metal interconnects also increases, causing longer delays and,
therefore, performance degradation.

Reliability is also strongly related to temperature, and increas-
ing the temperature will exponentially decrease the lifetime of
the chip. The time to failure has been shown to be a function of
e Fa/kT where Ea is the activation energy of the failure mechanism
being accelerated by the increased temperature, k is the
Boltzmann’s constant, and T is the absolute temperature.

When the temperature of the chip increases 10°, the life of the
component is reduced by a 50%. In order to achieve a maximum
reliability in the components of the system, it is important to keep
the temperature as cool as possible. However, the absolute temper-
ature of the chip is not the only factor that affects performance;
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moreover, the thermal gradients that appear on the chip surface
degrade the system reliability by creating dangerous electro-
migrations.

In order to maintain the chip temperature under a certain limit,
the power density of the hardware modules can be decremented
by increasing the chip area. However, this is not admissible in
terms of cost, and the problem of meeting all the geometric
constraints should be solved.

Another important factor that affects the temperature distribu-
tion of the chip is the lateral spreading of heat in silicon. This
depends on the placement of the units and their proximity to the
chip border, as well as on other cool units that behave as thermal
sinks, or hot units that are considered as thermal sources. Thermal-
aware floorplanning algorithms are able to even out the tempera-
ture of the hardware modules through spreading of the heat
dissipation. This aspect of floorplanning is particularly attractive
in comparison with static external cooling, that reduces the
temperature of the chip surface by a constant factor.

Three-dimensional (3D) multi-processor chips have been pro-
posed as an effective mechanism to significantly improve system
performance by reducing interconnect delays and increasing the
density of the integrated logic. They also allow the integration of
multiple and disparate technologies, such as radio frequency and
mixed signal components.

A major concern in 3D architectures is the increased power den-
sities reached as a result from placing a hard computational unit
over another in the 3D stack. The thermal conductivity of the
dielectric layers inserted between device layers for insulation is
very low compared to silicon and metal. Since power densities
are already a major concern in 2D architectures, the move to 3D
architectures will accentuate the thermal problem. Consequently,
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it is mandatory to devise efficient 3D floorplanning mechanisms
that optimize the thermal profile of these complex 3D multi-
processor architectures.

This work continues the initiated in [1] that proposes a set of
design rules for the generation of thermal-aware floorplans for
the 3D Niagara architecture. This previous work obtained improve-
ments of the thermal metrics with respect to the baseline architec-
ture and compared to traditional thermal-aware floorplanner. The
work presented in this paper outperforms this results with a MILP
formulation and an efficient solver that manages multiple
objectives in the minimization problem.

This paper specifically makes the following contributions:

1. It provides a novel multi-objective formulation of the floorplan-
ning problem in 3D multi-processor architectures with thermal
constraints.

2. It performs an efficient resolution of the optimization problem
by the use of a Mixed Integer Linear Programming (MILP)
framework.

3. It shows good response in terms of the main thermal metrics
(mean temperature, peak temperature and thermal gradient)
for a real architecture based on Niagara multi-processor,
outperforming previous approaches.

The paper is organized as follows, first the design flow of the
optimization is explained. Secondly the setup of the system is
exposed and finally the results obtained are shown.

2. Related work

The impact of the floorplanning on the thermal distribution of
real microprocessor based systems is analyzed in [2], where the
placement of components for Alpha and Pentium Pro is evaluated.

Some initial works on thermal aware floorplanning [3] propose
a combinatorial optimization problem to model our problem. How-
ever, the simplification of the considered floorplan and the lack of a
real experimental framework motivated the further research on
the area. Thermal placement for standard cell ASICs is a well re-
searched area in the VLSI CAD community, where we can find
works as [4].

In the area of floorplanning for microprocessor-based systems,
some authors consider the problem at the microarchitectural le-
vel [5,6], where it is shown that significant peak temperature
reduction can be achieved by managing lateral heat spreading
through floorplanning. Other works [7] use genetic algorithms
to demonstrate how to decrease the peak temperature while
generating floorplans with area comparable to that achieved by
traditional techniques. Ref. [8] uses a simulated annealing algo-
rithm and an interconnect model to achieve thermal optimiza-
tion. These works have a major restriction since they do not
consider multiple objective factors in the optimization problem,
as opposed to our work. Our floorplanner will optimize jointly
both thermal metrics (mean temperature, peak temperature and
gradient) with a strong impact on the reliability of the system,
and the performance of the system (through the minimization
of the wire length delay). Moreover, the thermal models used in
these studies do not reflect the complex diffusion processes that
exist in current technologies. More recent works [9] have tackled
the problem of thermal-aware floorplanning with geometric pro-
gramming but, in this case, the area of the chip is not considered
constant.

Thermal-aware floorplanning for 3D stacked systems has also
been investigated. Cong et al. [10] proposed a thermal-driven floor-
planning algorithm for 3D ICs, which is a natural extension of his
previous work on 2D. In [11], Healy et al. implemented a multi-

objective floorplanning algorithm for 2D and 3D ICs, combining lin-
ear programming and simulated annealing.

Our work presents more similarities with Ref. [12] by Hung
et al, where they propose a thermal-aware floorplanner for 3D
architectures. However, this preliminary work does not consider
the multi-objective approach proposed in our work, and does not
consider the minimization of those thermal variables with a strong
impact on the reliability of the system.

Thus, an efficient model of the optimization problem and an
effective solver are required to achieve good tradeoff between
thermal optimization and performance constrains. In the case of
3D IC design, incremental optimization is a promising way to han-
dle multi-objective optimization with complicated constraints and
facilitate the design reuse technology. Several works concerned
with incremental floorplanning for 2D IC design [13-16] have
been proposed, but none has have been proposed, or has taken
thermal-aware 3D IC design into consideration. [17] has recently
proposed an incremental MILP algorithm. However the design pro-
cess could take several iterations, whereas our methodology per-
form the thermal-aware and total wire length optimization in
two steps.

In this paper, we propose a novel algorithm to optimize the 3D
layout in order to eliminate the hotspots, reduce the peak temper-
ature and decrease the reliability risks. Given a 3D packing and a
chip area, we formulate the thermal-aware and total wire length
optimization into two MILP problems. The former is defined in
terms of power density, moving hottest blocks until they are as
far away as possible from each other. Then, with hottest blocks
fixed in space, we perform another optimization trying to move
the remaining blocks to reduce total wire length. Experiments re-
sults show that we can reduce the maximum on-chip temperature
in 80°0n average, outperforming previous thermal-aware floorplan
designs.

3. Design flow

In order to reduce maximal on-chip temperature as much as
possible, we propose a novel thermal-aware incremental optimiza-
tion flow. To this end, we have developed three algorithms. The
first one performs an accurate analysis of the thermal behavior in
the 3D IC. The second moves all the blocks until the hottest ones
are as far away as possible from each other. The last one, having
fixed the hottest, tries to move the remaining blocks while total
wire length is minimized.

Fig. 1 shows the design flow of our thermal-aware 3D micro
architectural floorplanner. Such flow can be divided in two phases.
The first one is the thermal analysis of an initial configuration of
the 3D IC. Since we are studying the Niagara system, such initial
configuration is available in [18]. If a baseline layout is not avail-
able, we can obtain an initial configuration by running the second
MILP 1 algorithm proposed in this work. This initial scenario will
be the seed for the optimizer. The second phase is the optimization
loop (rest of the diagram). Next, we describe these two phases in
detail.

3.1. Thermal analysis

As Fig. 1 shows, we first perform a thermal analysis. To this end,
we have developed an accurate thermal model, which is briefly de-
scribed in the following.

3D integration consists on placing different active layers using
silicon dioxide and joining them with a glue material. If inter layer
communication is required, Trough Silicon Vias (TSVs) allow it.
Some of the goals on the design of 3D stacks are to achieve a reduc-
tion in area and also to decrease the length of the interconnections,
that would be translated into a decrease in the data transfer time
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Fig. 1. Iterative flow of our approach.

and the power consumption. The 3D stack is built over an adiabatic
PCB surface and then, traditional technological dies composed by
silicon dioxide and silicon, are placed one over the others.

The 3D stacks that will be studied in the experimental work are
composed of 2, 4 and 5 layers, as will be shown in Section 4.

For the simulation we use a 3D RC thermal model as the one
presented in [19]. The stack can be characterized by this model be-
cause heat flow through the 3D stack is mainly diffusive.

The thermal modeling of the stack is performed after splitting
the chip into small cubic unitary cells as the one in Fig. 2. These
cells are characterized by six thermal resistances connecting the
cell with its neighbors, representing heat transfer, and a capaci-
tance which represents the heat storage inside the cell. The values
of the conductances and the capacitance are calculated using these
expressions:

Gtop/bottom = kth(l : W)/(h/2) (l
Gnorth/south = kth(l : W)/(h/Z) (2
Geast/west = kth(l : W)/(h/z) (3
Ciop = SCan(l-w - h) (4

= —

where north, south, east and west indicate the direction in which
heat is diffused; k., and scy, are the thermal conductivity and spe-
cific heat capacity per volume unit of the material, respectively.

The model also considers the heat diffusion to the surrounding
environment. It is possible to simulate different chip packages by
tuning the resistance and conductance parameters. As the PCB base
is considered to be adiabatic, no heat transfer occurs in the bottom
direction of the first layer. Also, the vertical diffusion that occurs
inside the chip depends on the thermal characteristics of the inter-
face material. The interface material that exists in between two sil-
icon layers, used as a glue, is modeled as an epoxy layer, a pure
resistant material. The existence of TSVs is considered in the mod-
el, also as a resistance element. The most important thermal prop-
erties of the material used in the model are listed in Table 1.

Once the technological values have been calculated, a set of
equations for the RC grid is created. After that, an iterative method
(Forward Euler) is used to solve it.

N

E S

5
Bottom l 4—DA

Fig. 2. Equivalent RC circuit of a single cell.

Table 1
Thermal properties of materials.

Silicon linear thermal conductivity
Silicon quadratic thermal conductivity
Silicon dioxide thermal conductivity
Silicon specific heat

Silicon dioxide specific heat

295 W/(m K)
—0.491 W/(m K?)
1.38 W/(pm K)
1.628 x 10° J/m*K
4.180 x 10° J/m3 K

The active elements in the 3D stack can be considered as heat
sources or heat sinks. Processors are considered as strong heat
sources because they dissipate power in the die, and this heat is
then spread throughout the chip. On the other hand, memories
have a lower power activity and they can be considered almost
as heat sinks. The floorplanner will try to place both heat sinks
and heat sources as close as possible (provided the routing and
performance constraints) to balance the thermal profile.

Once the previous model has been applied to the 3D IC, we ob-
tain mean and peak temperatures, as well as the thermal gradient
and power density, which are used later in the optimization phase.

3.2. Optimization phase

In the optimization phase, MILP approach is used because of
two main reasons:

1. MILP solvers check immediately if a scenario is feasible or
not.

2. If the problem is well formulated, this approach offers
feasible solutions in a short time.

In order to use this approach, several linear approximations
must be performed to the non-linear models, starting with the
thermal model, which includes non-linear and differential equa-
tions. The temperature of a single cell depends not only on the
power dissipated by the cell itself, but also on the power dissipated
by its neighbors. The first and main factor, refers to the activity of
the cell, while the second one is related to the diffusion process of
heat [20].

For the linear approximation we use the power density that
every cell dissipates in the steady state. This is a valid approxima-
tion because the main term of the temperature of a cell is given by
the power dissipated in the cell. The contribution of the neighbours
have a lower impact on the cell temperature.

Another approximation that must be done is related to the dis-
tance between active elements. This distance is approximated as
the Manhattan distance.

Next, step after analyzing the temperature behavior of different
blocks, we firstly sort the functional units, creating a list in
descending temperature order, according to their power density.

We select the first Ny, h =1 blocks from the previous list, that
are supposed to be the hottest ones, according to the assumption
explained before. The number of those Nj, blocks is user-defined,
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and it mainly depends on the architecture to optimize. In our work,
we included in the list all the cores of the system because heat
sources mostly decide the final temperature behavior of the 3D
integrated circuit.

Every functional unit in the model i(i=1, 2, ..., n) is character-
ized by a width w;, a height h;, and a length [;, as can be seen in
Fig. 2. It is also characterized by its normalized power density
dpi=1,2,...,n). The whole chip is considered as a design volume
that has a maximum width W, maximum height H, and maximum
length L. In the first MILP search algorithm (MILP1) we aim to find
a feasible floorplan by maximizing distance between hottest ele-
ments (N,). We define the vector (x;, y;, z;) as the geometrical loca-
tion of block i, where O0<x;<L—1L O<y;i<W-w;, 0<z<
H — h;. We use (x;, ¥;, z;) to denote the left-bottom-back coordinate
of block i while we assume that the coordinate of left-bottom-back
corner of the resultant IC is (0, 0, 0). The first proposed MILP for the
3D IC, noted by MILP1, is formulated in Fig. 3.

In Fig. 3, binary variables I, ry, uy, ai;, by and f;; are equal to 1 if
block i is in the left of block j, and respectively, right, under, above,

(MILP1) max Jy
s.t.

behind and in front. Similarly, kx;; is equal to 1 if block i is in the left
of block j and in the same layer. With this argument we can easily
place the blocks in the design volume. The condition of no overlap
between two blocks is guaranteed by constraints (8)-(14). The
distance between two blocks in the x axis is computed through
constraints (15)-(20). The same constraints are contained in
the complete MILP1 model for both the y and z axis (constraints
21-32). Finally, constraint (33) computes the sum of the
Manhattan distances among hottest blocks in N, divided by the
product of normalized power densities.

The optimization can be repeated several times allocating the
following set of Ny,h = 2 blocks of the remaining sorted list (having
the previous N; blocks fixed in the final design through constraints
(5)-(7)). This procedure can be repeated until the sorted list is
empty.

Finally, we move the remaining blocks (those blocks that have
less power density, and are considered as heat sinks), using a sec-
ond search algorithm, called MILP2 in Fig. 1. The algorithm works
as MILP1 but, in this case, we do not try to maximize the distance

xmin; < x; < rmaz; i1=1,...,n, (5
ymin; < y; < ymax; i=1,...,n, (6)
zmin; < z; < zmax; i=1,...,n, (7)
Lij +rij +wij +aij + by + fi; > 1 i<j=1,...,n, (8)
x;—xj+L*ly; <=L—-1 i<j=1,...,n, (9)
zj—x;+Lxry <=L—1 i<j=1,...,n, (10)
Yi—y; + Wby <=W —wy i<j=1,...,n, (11)
Yi — i + W fij <= W —wj i<j=1,...,n, (12)
zi—zj+Hxujj <=H—N i<j=1,...,n, (13)
zj—zi+Hx*ay <=H —h; i1<j=1,...,n, (14)
dry; >=x; +1;/2 —x; — 1;/2 i<j€ Ny (15)
deij >=x; +1;/2 —2; — 1;/2 1<j €Ny (16)
i+ 1i/2+ Lxka; >=x;+1;/2 1<jeNy (17)
i+ 1i/2+ L (1 —kayy) >=a; +1;/2 1<j€ Ny (18)
drij <=2 L+ kayj + i+ 1)2 — 15 — /2 i<jeN, (19)
dry; <=2 Lx (1 — kxy;) +x;+1;/2 —x; — 1;/2 i<je Ny (20)
dyij >=yi +wi/2 — y; — w;/2 i<je N, (21)
dyi; >=y; +w;/2 —y; —w; /2 i<je€ N (22
yi Fwi/24+ W s ky;; >=vy; +w,;/2 1<j€ Ny (23)
yi Fwi /2 4+ W (1 —kyj) >=y; +w; /2 1<je€ Ny (24)
dyij <=2+ W xkyy; +yi +wi /2 —y; —w;/2 1 <j €Ny (25
dyi; <=2 W (1= kyij) +y; +w;/2 — yi —wi/2 i<j€Np, (26)
dzij >=z; + hi/2 — z; — h; /2 1<j €Ny (27)
dzij >=zj +hj/2 — z; — h;/2 1<j €Ny (28)
zi+hi/24+ Hxkzi; >=zj+h;/2 1<j €Ny (29
b2+ Hox (1 kzyj) >= 2 + hi/2 i<jeN, (30)
dzij <=2 H xkzjj + 2, + hi/2 — z; — h; /2 i1 <j€ Ny (31)
dzij <=2+ H (1 —kzj)+ 2z + hj/2 — 2z — h; /2 1<j€E Ny (32
Ji= > (dwy; + dyy + dzi;)/(dpi  dpy) (33)

i<jENp

Fig. 3. MILP1 3D placement.
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s.t.
d].ij = dI“ + dy“ 1< j€Cy, (35)
d2ij =0 1<j€E Co, (36)
dly; =0 i<jeCi, (37)
d2ij >=1 1 <jJ € Cl, (38)
d2U = (d‘l’tt + dytt + dxtj + dytj + dZ,J) . ktt 7 <] S C’]_7 (39)
teT:14<z;,l;<z;
i<jeC
Fig. 4. MILP3 TSV placement.
aTSVte 1,2,...Tis characterized by a bottom level [, (all the TSVs
start at the top level) and the corresponding x-y coordinate (x.y;).
C1 C2 C3 C4 In Fig. 4, Cp is the set of connected blocks in the same level,
whereas C; is C — Cy. Parameter d1 represents the distance be-
L2B1 L21 L22 L23 L2 4 L282 tween connected blocks in the same level (no TSV is needed) and
d2 is the distance between connected blocks placed at different
levels. Finally, binary variable kt, is equal to 1 if the TSV t must
Cross be inserted in the chip. Parameters dx, dy and dz are computed
from the previous MILP2 solution. As can be seen in Fig. 4, the opti-
L2 L2 W) L2 mization model tries to minimize wire length, and thus, maximize
2 8 1 : the number of TSVs. Obviosly, the number of TSVs can be limited
with an additional constraint:
123 [c5 Ch cT c8 L2g4 Skt <K (41)

Fig. 5. Niagara original floorplan.

among hottest blocks; instead, we minimize total wire length,
approximated as the Manhattan distance between connected
blocks (C). This way, the thermal profile of the stack will be slightly
changed (no more than 0.5°in average) but wire length can be min-
imized. Note that MILP2 is quite similar to MILP1, with the differ-
ence that dx, dy and dz are computed for all the interconnected
blocks, and J; is replaced by the following objective J,.

minJ, = (dx; + dy; + dz;)

i<jeC

(34)

The last step for the optimization phase is to calculate the optimum
number of TSVs to minimize wire length.

Since we have already placed the functional units in the previ-
ous phases, we examine the remaining free cells in the resultant
stack and build an array of x-y coordinates of allowed TSVs. Thus,

12000 | o
13-core original floorplan
10000 |
c12
8000 2
5
(=] c2 c3 c4 ce c10
= 6000
= 2,1 L2, L2, L2 Lz, 22 |25 L2, L2,
=
E
Cross1
2000 L2E L2: L2, L2E LZ‘_, Lz,
DLZK,S cs c6 c7 c8 L2ga |L2.6  |c13 ci1
i 5000 10000 15000
length (um)

teT

where K may define the bandwidth constraints between
connections.

In the following, we will define the experimental set-up, show-
ing the floorplans that will be thermally analyzed and compared
with the results obtained by our floorplanner.

4. Experimental set-up

The 3D multiprocessor scenario studied in our experimental
work is based on the Niagara architecture, fabricated in 90 nm
technology (these cores are much more powerful than the Power
cores found in SCC and will also exhibit higher thermal issues). This
architecture has been extended and an increased number of cores
can be placed in several layers of the 3D stack. For this purpose, the
original architecture has been replicated several times and stacked
vertically to build the 3D system.

12000
12-core original floorplan
10000
. Bood:
£
= 2 c2 c3 =] 9 c10
= 6000
bt L2.1 L2 L2, L2, Lz, 2.2 |25 L2, L2
S :
e
Crossi
QDDD L2: I.:’D L2 L2 L2 L2‘,
DLZ.G c5 ce c7 c8 Lz4 L2686 |ci2 ci1 ,
0 5000 10000 15000
length (um)

Fig. 6. Original floorplan for scenarios 2 and 3.
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Fig. 7. Original Niagara (A) and Floorplanner Niagara (B) thermal behavior.
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Fig. 8. 48 Homogeneous core original thermal behavior.

The communication subsystem of the cores has been also
modified from the original. In particular, Niagara crossbar consid-
ers a maximum bandwidth of 130 GB/s for the eight cores that
integrate the chip. Since our floorplanner can place a variable
number of cores in every layer, the power consumption of the
crossbar is scaled accordingly to the number of cores found in
every layer and their required bandwidth. The inter-layer com-
munication is resolved with a set of TSVs that route the commu-
nication signals.

The floorplanner will place the functional units that compose
the 3D multi-processor architecture targeting both temperature
and wire length optimization.

The experimental work will analyze the thermal optimization
achieved by the floorplanner in three different scenarios. The first

scenario presents the original Niagara architecture (Fig. 5 with 8
cores in one layer).

The second and third scenarios are shown in Fig. 6.The second
scenario resembles the SCC architecture with a system where 48
and 64 SPARC cores are integrated in the 3D stack, while the third
one models an heterogeneous system where the 48 and 64 cores
are composed of SPARC and Power6 cores. The ratio of Power6
cores will be 1/4. This setup will show the optimized thermal pro-
file that can be expected when multiple core architectures are con-
sidered, as well as the extra optimization opportunities that the
floorplanner will find.

In these patterns, the empty space is dedicated to routing and
communication units, not considered in the description for their
negligible thermal impact.
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Fig. 10. 48 Heterogeneous core optimized thermal behavior.

10000

380
370
360
350
340
330
320
310

380
370
360
350
340
330
320
310

380
370
360
350
340
330
320
310

380
370
360
350
340
330
320
310



D. Cuesta et al. / Microprocessors and Microsystems 36 (2012) 344-354 351

Original Homogeneous

370+ = Optimized Homogeneous
= Original Heterogeneous
350+ = Optimized Heterogeneous
£ 330+
=
(IJ
S
2
© 310
[
Qo
§
2 2904
270+
250-
Layer
Fig. 11. 48 Cores average temperature.
200 -
180 - ® Original Homogeneous
= Optimized Homogeneous
160 -
= Original Heterogeneous
140

® Optimized Heterogeneous

Temperature (K)
)
o

80 1
60 1
40 A
20 1
0 -
1 2 3 4
Layer
Fig. 12. 48 Cores thermal gradient.
500
® Original Homogeneous
= Optimized Homogeneous
450 4 = Original Heterogeneous

= Optimized Heterogeneous

400 A

350 A

Temperature (K)

300 A

Layer

Fig. 13. 48 Cores maximum temperature.
5. Results

In this section we present the thermal profiles, estimated by the
thermal model, of the floorplanning configurations described in
Section 4.

The metrics considered for the analysis of the experimental re-
sults are the mean and maximum temperature of the layer and the
maximum thermal gradient. These metrics are usually found in all
the thermal-related analysis. In order to evaluate the impact of
decreasing the temperature over the performance of the system
we also include in our analysis the wirelength overhead.

Table 2
48-Core wire length.

Floorplan Wire length (pm) Mean temperature (K)
Original homogeneous 3742 347
Optimized homogeneous 4370 340
Original heterogeneous 3696 341
Optimized heterogeneous 4519 333

The worst case of power consumption in the Niagara2 (84 W at
1.1 Vand 1.4 GHz [18]) is considered to extract the power densities
of every functional unit. Also, the area of the layers has been kept
constant while the number of integrated cores and layers is in-
creased. Power consumption of the Power6 core has been set to
2.6 W. This value can be found in [21].

TSVs will be shown in the images as black spots. TSVs connect
the top layer with the other ones to guarantee communication
among layers.

5.1. Scenario 1.8 cores Niagara architecture

In this first scenario a simple optimization of a 2D system is
considered. Taking as initial point the original Niagara distribution,
we optimize the placement of the units with our floorplanner. As is
explained in Section 3, spreading heat sources as far as possible
will contribute to a decrease in the thermal parameters.

This fact is considered by our floorplanner and, as can be seen in
Fig. 7, it succeeds on spreading the placement of the cores.
Although our floorplanner places some cores together, most of
them are located close to the border of the chip, making easier
the heat dissipation. This placement obtains a decrease of 3°for
the mean temperature, seven for the maximum temperature and
nine in the gradient.

Once that the capability of our floorplanner for decreasing the
temperature of a 2D design has been checked, we will study more
restrictive 3D designs with an increased number of cores distrib-
uted in 4 and 5 layers, where TSVs will come into play.

5.2. Scenarios 2 and 3

A more exhaustive analysis has been conducted for the 48 and
64 homogeneous and heterogeneous 3D configurations. These re-
sults analyze the maximum and mean temperature, thermal gradi-
ent and wirelength of the optimized distributions compared to the
original one described in Section 4.

The results will be compared according to the number of cores.
Firstly the thermal behavior of the 48-core optimized floorplan for
the homogeneous and heterogeneous configurations can be seen
in Figs. 9 and 10, respectively. If we compare it with the thermal dis-
tribution of the original floorplan in Fig. 8 we can easily find out how
our floorplanner has succeeded in optimizing the heat spread across
the chip, achieving a reduction of the maximum temperature.

The results for the mean temperature, thermal gradient and
maximum temperature for the 48 core system are shown in Figs.
11-13, where original and optimized systems for both, homoge-
neous and heterogeneous configurations are drawn. The compari-
son with the baseline homogeneous and heterogeneous systems,
shows that the floorplanner is capable of optimizing the maximum
temperature in 80°in average, the mean temperature in 8 and the
thermal gradient is decreased in 90°.

These optimal results can be explained because our floorplan-
ner spreads heat sources (cores) as much as possible, trying to
place them close the border of the chip (helping, in this way, to
the cooling down of the cores). The floorplanner also takes into ac-
count vertical heat spread, and each layer will show a significantly
different layout, avoiding placing heat sources one over the others.
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Table 3
Thermal deviation (K).
Scenario Layer 1 Layer 2 Layer 3 Layer 4
Original homogeneous 30.04 27.33 24.57 22.61
Optimized homogeneous 9.14 9.00 8.64 8.07
Original heterogeneous 26.69 24.19 21.70 19.98
Optimized heterogeneous 7.26 7.19 6.89 6.36

Table 4

Wirelength improvement.
Floorplan Wire length without ~ Wire length with improvement

TSVs (nm) TSVs (nm) (%)

Original
homogeneous 9402 4800 49
Optimized
homogeneous 9561 4848 49
Original
heterogeneous 13969 7923 43
Optimized
heterogeneous 13794 6284 54

Table 2 contains the wirelength associated with the 3D stack
and the mean temperature of the chip for the original and opti-
mized floorplans.

Table 2 shows the wirelength associated with the 3D system. As
can be seen, the overhead incurred by the floorplanner has been a
17% when compared to the original distribution for the homoge-
neous design and 22% for the heterogeneous one. This overhead
in the wiring is not directly translated into an increase of the com-
munication delay because core-to-core communication is regu-
lated by the crossbar. As the crossbar is the module that limits
the bandwidth and speed of the link, this overhead is seen mini-
mized. On the other hand, the big savings reached in the mean
and maximum temperature justify the overhead in wiring.

A similar study was conducted for the 64 core design. Figs. 14
and 15, show the thermal behavior of the homogeneous and heter-
ogeneous optimized floorplans.

Similarly to the previous setup, thermal metrics for every layer
of the stack have been calculated. Comparing each optimized sys-
tem with the baseline case, it can be seen a reduction of 73°and
78°in maximum temperature for the homogeneous and heteroge-
neous systems respectively, 7°in the mean temperature and a
reduction of 83°in the gradient (see Figs. 16, 18 and 17). Also, the
heterogeneous architecture outperforms the results of the homo-
geneous system in 20°for the maximum temperature, 11 for the
mean temperature and 23 for the thermal gradient.

This results can be explained because Power cores will not be
considered as hotspots by the optimizer, since their power density
consumption is much lower than SPARC’s. Therefore, the floorplan-
ner will place SPARC cores considered as strong heat sources near
the Power cores, achieving a better thermal profile.

Also, as shown in Table 3, our floorplanner is able to reduce the
standard deviation in the temperatures across the layers. This
determines a more homogeneous thermal distribution, which is
translated into a reduced reliability risk and diminished leakage
currents.

In both scenarios TSVs are deployed to allow inter layer com-
munication. The number of TSVs is enough to guarantee band-
width restrictions among layers. Chosen the number of TSVs,
their location in the chip and the layers that connect each TSV
are calculated by our floorplanner in order to minimize wirelength.
Despite TSVs are absolutely necessary in 3D technology, they also
contribute to minimize communication paths as can be seen in Ta-
ble 4, where wirelength is compared in optimized floorplans before
and after having placed the TSVs.

6. Conclusions

This paper has proposed a novel MILP formulation to cope with
the problem of thermal-aware floorplanning in 3D MPSoCs
optimizing the location of functional units and through silicon vias.
Also, the efficient solver that provides the optimization of the
floorplan, interfaces with an accurate thermal model, providing
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promising results in the minimization of the main thermal and
reliability-related metrics (peak and mean temperature, thermal
gradients) with low performance overhead. The experimental re-
sults have been conducted with a realistic platform based on the
Niagara architecture, outperforming previous results obtained by
traditional thermal-aware floorplanner.
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