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General information
1. Agenda
Lectures  
2 ECTS  =  12 sessions, 2h/session
Monday → from 10.00 to 12.00 (C3.122); CONFLICT 2B solved ! 
Friday → from 08.00 to 10.00 (H.2213)
TPs    
3 ECTS  
Monday → from 14.00 to 18.00 (Solbosch, building U UA5.217)
Friday → cancelled (moved to Monday)
2. ELEC-H-473 Internet resources

http://beams.ulb.ac.be/beams/
login: etudiants, password: SquareG! (it is case sensitive)
Attention: if you do not login you will not even see the notes.
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General information
3. Conflict dates  
• 3, 7 and 21 March I am travelling (we will organise this)

4. Practical work
• Presence is mandatory !
• Mini-projects to be implemented; each project to be presented (you 

have to show the working demo); Q&A are part of the evaluation  
• Practical work account for 45% of the final mark
5. Examen
• Is oral
• Most of the questions are theoretical but some of the questions could 

be closely related to the practical work
• You are expected not only to show the lecture content (copy slides), 

but be able to reason on the matter
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1. Tale on computing machines

2. IC manufacturing technology perspective

3. Computing systems performance

4. Example of poor usage : data centers 

5. What could happen in the future ?
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The lecture starts with a tale on 
computing machines ...

… how they are made and 

… and how to push their limits ...
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Do u know from 
where does this 

comes from?

So once upon a time ...
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… there was a mathematician

David Hilbert, 1900

Journal of Signal Processing Systems manuscript No.
(will be inserted by the editor)

Roberto Airoldi · Tapani Ahonen · Fabio Garzia · Dragomir Milojevic ·
Jari Nurmi

Implementation of W-CDMA Cell Search on a Highly
Parallel and Scalable MPSoC

the date of receipt and acceptance should be inserted later

Abstract The performance of the W-CDMA cell search
algorithm can be significantly improved using homoge-
neous general purpose Multi-Processor System-on-Chip
(MPSoC) architectures. The application also scales well,
as the number of processing nodes increases, allowing
practical accelerations to become close to the theoreti-
cal maximum. In this work we describe a template MP-
SoC architecture based on multiprocessor computational
clusters, called Ninesilica. Each Ninesilica consist of nine
processing nodes based on COFFEE RISC architecture.
MPSoC inter- and intra-cluster communication are en-
abled using hierarchical Network-on-Chip with dedicated
point to point and broadcast communication services for
better performance. Proposed template has been used to
instantiate complete systems with one and four Ninesil-
ica clusters, resulting in MPSoCs with respectively 9 and
36 computational nodes. The MPSoCs have been physi-
cally prototyped on a FPGA device, and the W-CDMA
cell search algorithm has been mapped on both MPSoC
platforms. The four Ninesilica MPSoC can execute W-
CDMA in 20.5ms (at 115MHz, slow mode implementa-
tion) with the total speed-up of 24.3X and 3.3X when
compared to a single processing core system and to a
single Ninesilica cluster respectively.

Keywords Multi-Processor System-on-Chip · Network-
on-Chip · W-CDMA · Software Defined Radio

E = mc2 (1)
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1 Introduction

The evolution of mobile devices over the past years and
the vide variety of wireless connectivity protocols re-
sulted in the development of the Software Defined Radio
(SDR). This technology will replace traditional wireless
receivers, built to support only one radio protocol since
the RF components are most of the time designed ac-
cording to only one transmission frequency. Thus, the
baseband processor supports only the algorithms used
for a specific standard. In an SDR device, the same hard-
ware is able to receive signals from di�erent frequency
bands and decode them using di�erent protocols. There-
fore, the same receiver can synchronise with di�erent
wireless networks (cellular networks, Wi-Fi, WiMAX,
etc...). Unfortunately, practical design of such devices is
quite complex. The RF front-end, for example, should
be able to receive the signals using very broad frequency
spectrum. For baseband processing, di�erent standards
require implementation of di�erent algorithms, each with
its own timing constraints. While flexibility and low power
are unavoidable requirements for such systems, the per-
formance is crucial, since SDR systems need to comply
with extremely tight timing constraints.

The simplest approach for a multi-standard baseband
processor is to use a DSP and define the receiving chain
in software. However, a traditional DSP is not powerful
enough for the current applications and its power con-
sumption can be too high for use in mobile devices [12].
Therefore, ad-hoc hardware blocks are needed for the
execution of specific kernels.

Some baseband solutions present the coupling of a
general-purpose core with dedicated co-processors able
to handle SDR kernels (for example Expresso platform
in [1]). In particular, the application-specific accelerators
supported the Wideband Code Division Multiple Access
(W-CDMA [2]) and Orthogonal Frequency Division Mul-
tiplexing (OFDM [3]).

A possible alternative is to use a general-purpose co-
processor. BUTTER, a coarse-grain reconfigurable array,
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Abstract The performance of the W-CDMA cell search

algorithm
can be significantly improved using homoge-

neous general purpose Multi-Processor System-on-Chip

(MPSoC) architectures. The application also scales well,

as the number of processing nodes increases, allowing

practical accelerations to become close to the theoreti-

cal maximum. In this work we describe a template MP-

SoC architecture based on multiprocessor computational

clusters, called Ninesilica. Each Ninesilica consist of nine

processing nodes based on COFFEE RISC architecture.

MPSoC
inter- and intra-cluster communication are en-

abled using hierarchical Network-on-Chip with dedicated

point to point and broadcast communication services for

better performance. Proposed template has been used to

instantiate complete systems with one and four Ninesil-

ica clusters, resulting in MPSoCs with respectively 9 and

36 computational nodes. The MPSoCs have been physi-

cally prototyped on a FPGA device, and the W-CDMA

cell search algorithm
has been mapped on both MPSoC

platforms. The four Ninesilica MPSoC
can execute W-

CDMA in 20.5ms (at 115M
Hz, slow mode implementa-

tion) with the total speed-up of 24.3X
and 3.3X

when

compared to a single processing core system
and to a

single Ninesilica cluster respectively.

Keywords Multi-Processor System-on-Chip · Network-

on-Chip · W-CDMA · Software Defined Radio
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1 Introduction

The evolution of mobile devices over the past years and

the vide variety of wireless connectivity protocols re-

sulted in the development of the Software Defined Radio

(SDR). This technology will replace traditional wireless

receivers, built to support only one radio protocol since

the RF components are most of the time designed ac-

cording to only one transmission frequency. Thus, the

baseband processor supports only the algorithms used

for a specific standard. In an SDR device, the same hard-

ware is able to receive signals from
di�erent frequency

bands and decode them
using di�erent protocols. There-

fore, the same receiver can synchronise with di�erent

wireless networks (cellular networks, Wi-Fi, WiMAX,

etc...). Unfortunately, practical design of such devices is

quite complex. The RF front-end, for example, should

be able to receive the signals using very broad frequency

spectrum. For baseband processing, di�erent standards

require implementation of di�erent algorithms, each with

its own timing constraints. While flexibility and low power

are unavoidable requirements for such systems, the per-

formance is crucial, since SDR
systems need to comply

with extremely tight timing constraints.

The simplest approach for a multi-standard baseband

processor is to use a DSP and define the receiving chain

in software. However, a traditional DSP is not powerful

enough for the current applications and its power con-

sumption can be too high for use in mobile devices [12].

Therefore, ad-hoc hardware blocks are needed for the

execution of specific kernels.

Some baseband solutions present the coupling of a

general-purpose core with dedicated co-processors able

to handle SDR
kernels (for example Expresso platform

in [1]). In particular, the application-specific accelerators

supported the Wideband Code Division Multiple Access

(W-CDMA [2]) and Orthogonal Frequency Division Mul-

tiplexing (OFDM
[3]).

A possible alternative is to use a general-purpose co-

processor. BUTTER, a coarse-grain reconfigurable array,
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1 Intr
oductio

n

The evolu
tion

of mobile device
s over

the past year
s and

the vide varie
ty of wirele

ss connectiv
ity proto

cols
re-

sulted
in the develo

pment of the Softw
are Defined Radio

(SDR). This technology
will replace

trad
ition

al wirele
ss

recei
vers,

built to support only one radio proto
col since

the RF components
are most of the time design

ed ac-

cord
ing to only one tran

smissio
n frequ

ency. Thus, the

baseb
and proce

ssor
supports

only the algor
ithms used

for a specific stan
dard. In an SDR device

, the same hard-

ware is able to recei
ve signals from

di�eren
t frequ

ency

bands and decod
e them using di�eren

t proto
cols.

There-

fore,
the same recei

ver
can

synchronise with di�eren
t

wirele
ss networks

(cell
ular networks

, Wi-Fi, WiMAX,

etc..
.). Unfortu

nately
, practi

cal design
of such device

s is

quite complex.
The RF front

-end, for exam
ple, should

be able to recei
ve the signals using very

broad
frequ

ency

spectru
m. For baseb

and proce
ssing, di�eren

t stan
dards

requ
ire implementa

tion
of di�eren

t algor
ithms, ea

ch with

its own timing constrai
nts.

While flexibility
and low power

are unavoid
able requ

irem
ents

for such syste
ms, the per-

form
ance is crucial,

since SDR syste
ms need

to comply

with extre
mely tight

timing constrai
nts.

The simplest approac
h for a multi-st

andard baseb
and

proce
ssor

is to use a DSP and define the recei
ving chain

in softw
are.

However,
a trad

ition
al DSP is not powerful

enough for the current
applicat

ions and its power con-

sumption
can

be too high for use in mobile device
s [12].

Therefo
re, ad-hoc hardware

blocks
are

needed for the

exec
ution

of specific kern
els.

Some baseb
and solutions presen

t the coupling of a

general-
purpose core

with dedicate
d co-p

roce
ssors

able

to handle SDR kern
els (for

exam
ple Expresso

platfo
rm

in [1]).
In partic

ular, the applicat
ion-specific acce

lerat
ors

supported
the Wideba

nd Code
Divisio

n Multip
le Access

(W-CDMA [2]) and Orthog
onal

Freque
ncy Divisio

n Mul-

tiple
xing

(OFDM [3]).

A possib
le alter

native
is to use a general-

purpose co-

proce
ssor.
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better performance. Proposed template has been used to
instantiate complete systems with one and four Ninesil-
ica clusters, resulting in MPSoCs with respectively 9 and
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cally prototyped on a FPGA device, and the W-CDMA
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1 Introduction

The evolution of mobile devices over the past years and
the vide variety of wireless connectivity protocols re-
sulted in the development of the Software Defined Radio
(SDR). This technology will replace traditional wireless
receivers, built to support only one radio protocol since
the RF components are most of the time designed ac-
cording to only one transmission frequency. Thus, the
baseband processor supports only the algorithms used
for a specific standard. In an SDR device, the same hard-
ware is able to receive signals from di�erent frequency
bands and decode them using di�erent protocols. There-
fore, the same receiver can synchronise with di�erent
wireless networks (cellular networks, Wi-Fi, WiMAX,
etc...). Unfortunately, practical design of such devices is
quite complex. The RF front-end, for example, should
be able to receive the signals using very broad frequency
spectrum. For baseband processing, di�erent standards
require implementation of di�erent algorithms, each with
its own timing constraints. While flexibility and low power
are unavoidable requirements for such systems, the per-
formance is crucial, since SDR systems need to comply
with extremely tight timing constraints.

The simplest approach for a multi-standard baseband
processor is to use a DSP and define the receiving chain
in software. However, a traditional DSP is not powerful
enough for the current applications and its power con-
sumption can be too high for use in mobile devices [12].
Therefore, ad-hoc hardware blocks are needed for the
execution of specific kernels.

Some baseband solutions present the coupling of a
general-purpose core with dedicated co-processors able
to handle SDR kernels (for example Expresso platform
in [1]). In particular, the application-specific accelerators
supported the Wideband Code Division Multiple Access
(W-CDMA [2]) and Orthogonal Frequency Division Mul-
tiplexing (OFDM [3]).

A possible alternative is to use a general-purpose co-
processor. BUTTER, a coarse-grain reconfigurable array,
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Abstract The performance of the W-CDMA cell search

algorithm
can be significantly improved using homoge-

neous general purpose Multi-Processor System-on-Chip

(MPSoC) architectures. The application also scales well,

as the number of processing nodes increases, allowing

practical accelerations to become close to the theoreti-

cal maximum. In this work we describe a template MP-

SoC architecture based on multiprocessor computational

clusters, called Ninesilica. Each Ninesilica consist of nine

processing nodes based on COFFEE RISC architecture.

MPSoC
inter- and intra-cluster communication are en-

abled using hierarchical Network-on-Chip with dedicated

point to point and broadcast communication services for

better performance. Proposed template has been used to

instantiate complete systems with one and four Ninesil-

ica clusters, resulting in MPSoCs with respectively 9 and

36 computational nodes. The MPSoCs have been physi-

cally prototyped on a FPGA device, and the W-CDMA

cell search algorithm
has been mapped on both MPSoC

platforms. The four Ninesilica MPSoC
can execute W-

CDMA in 20.5ms (at 115M
Hz, slow mode implementa-

tion) with the total speed-up of 24.3X
and 3.3X

when

compared to a single processing core system
and to a

single Ninesilica cluster respectively.

Keywords Multi-Processor System-on-Chip · Network-

on-Chip · W-CDMA · Software Defined Radio
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1 Introduction

The evolution of mobile devices over the past years and

the vide variety of wireless connectivity protocols re-

sulted in the development of the Software Defined Radio

(SDR). This technology will replace traditional wireless

receivers, built to support only one radio protocol since

the RF components are most of the time designed ac-

cording to only one transmission frequency. Thus, the

baseband processor supports only the algorithms used

for a specific standard. In an SDR device, the same hard-

ware is able to receive signals from
di�erent frequency

bands and decode them
using di�erent protocols. There-

fore, the same receiver can synchronise with di�erent

wireless networks (cellular networks, Wi-Fi, WiMAX,

etc...). Unfortunately, practical design of such devices is

quite complex. The RF front-end, for example, should

be able to receive the signals using very broad frequency

spectrum. For baseband processing, di�erent standards

require implementation of di�erent algorithms, each with

its own timing constraints. While flexibility and low power

are unavoidable requirements for such systems, the per-

formance is crucial, since SDR
systems need to comply

with extremely tight timing constraints.

The simplest approach for a multi-standard baseband

processor is to use a DSP and define the receiving chain

in software. However, a traditional DSP is not powerful

enough for the current applications and its power con-

sumption can be too high for use in mobile devices [12].

Therefore, ad-hoc hardware blocks are needed for the

execution of specific kernels.

Some baseband solutions present the coupling of a

general-purpose core with dedicated co-processors able

to handle SDR
kernels (for example Expresso platform

in [1]). In particular, the application-specific accelerators

supported the Wideband Code Division Multiple Access

(W-CDMA [2]) and Orthogonal Frequency Division Mul-

tiplexing (OFDM
[3]).

A possible alternative is to use a general-purpose co-

processor. BUTTER, a coarse-grain reconfigurable array,

Jo
urn

al
of

Sig
na

l Proc
ess

ing
Sy

ste
ms man

usc
rip

t No.

(will be
ins

ert
ed

by
the

edi
tor

)

Rob
ert

o Airo
ldi

· Tap
an

i Aho
ne

n
· Fa

bio
Garz

ia
· Drag

om
ir

Milo
jev

ic
·

Jar
i Nurm

i

Im
pl

em
en

ta
tio

n
of

W
-C

DM
A

Cell
Se

ar
ch

on
a

High
ly

Par
all

el
an

d
Sc

ala
bl

e M
PSo

C

the
da

te
of

rec
eip

t an
d acc

ep
tan

ce
sh

ou
ld

be
ins

ert
ed

lat
er

Abst
rac

t The
per

for
manc

e of t
he

W-CDMA cell
sea

rch

alg
orit

hm
can

be
sign

ific
ant

ly
impro

ved
usi

ng
hom

oge
-

neo
us

gen
era

l pur
pos

e Mult
i-P

roc
ess

or
Sys

tem
-on

-Chip

(M
PSoC

) arc
hit

ect
ure

s. T
he

app
lica

tion
also

sca
les

well,

as
the

num
ber

of
pro

ces
sin

g nod
es

inc
rea

ses
, allo

wing

pra
ctic

al
acc

eler
atio

ns
to

bec
om

e clo
se

to
the

the
ore

ti-

cal
maxi

mum
. In

thi
s work

we des
crib

e a tem
pla

te MP-

SoC
arc

hit
ect

ure
bas

ed
on

mult
ipr

oce
sso

r com
put

atio
nal

clu
ste

rs,
cal

led
Nine

sili
ca.

Each
Nine

sili
ca

con
sist

of n
ine

pro
ces

sin
g nod

es bas
ed

on
COFFEE RISC

arc
hit

ect
ure

.

MPSoC
int

er-
and

int
ra-

clu
ste

r com
muni

cat
ion

are
en-

abl
ed

usi
ng

hie
rar

chi
cal

Netw
ork

-on
-Chip

with
ded

ica
ted

poi
nt

to poi
nt

and
bro

adc
ast

com
muni

cat
ion

ser
vic

es for

bet
ter

per
for

manc
e. P

rop
ose

d tem
pla

te has
bee

n use
d to

ins
tan
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tem
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r Nine
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ste
rs,
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ult

ing
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res

pec
tive

ly 9 and

36
com

put
atio

nal
nod

es.
The

MPSoC
s hav

e bee
n phy

si-

cal
ly pro

tot
ype

d on
a FPGA dev

ice,
and

the
W-CDMA

cell
sea

rch
alg

orit
hm

has
bee

n mapp
ed

on
bot

h MPSoC

pla
tfo

rm
s. The

fou
r Nine

sili
ca

MPSoC
can

exe
cut

e W-
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5m

s (at
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M
Hz, s
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imple
ment

a-

tion
) with

the
tot

al spe
ed-
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of
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1 Int
rod

uct
ion

The
evo

lut
ion

of mobi
le dev

ices
ove

r the
pas

t yea
rs and

the
vid

e var
iety

of
wirel

ess
con

nec
tiv

ity
pro

toc
ols

re-

sul
ted

in the
dev

elo
pm

ent
of t

he
Sof

tware
Defin

ed
Radi

o

(SD
R). This

tec
hno

log
y will

rep
lac

e tra
dit

ion
al wirel

ess

rec
eiv

ers
, bui

lt to
sup

por
t onl

y one
rad

io pro
toc

ol sin
ce

the
RF com

pon
ent

s are
most

of
the

tim
e des

ign
ed

ac-

cor
din

g to
onl

y one
tra

nsm
issi

on
freq

uen
cy.

Thus
, the

bas
eba

nd
pro

ces
sor

sup
por

ts
onl

y the
alg

orit
hm

s use
d

for
a spe

cifi
c sta

nda
rd.

In an
SD

R dev
ice,

the
sam

e har
d-

ware
is abl

e to
rec

eiv
e sign

als
fro

m
di�

ere
nt

freq
uen

cy

ban
ds

and
dec

ode
the

m usi
ng

di�
ere

nt
pro

toc
ols.

Ther
e-

for
e,

the
sam

e rec
eiv

er
can

syn
chr

oni
se

with
di�

ere
nt

wirel
ess

net
work

s (ce
llul

ar
net

work
s,

Wi-F
i, WiM

AX,

etc
...)

. Unfo
rtu

nat
ely,

pra
ctic

al des
ign

of suc
h dev

ices
is

qui
te

com
ple

x.
The

RF fro
nt-

end
, for

exa
mple

, sho
uld

be
abl

e to
rec

eiv
e the

sign
als

usi
ng

ver
y bro

ad
freq

uen
cy

spe
ctr

um
. For

bas
eba

nd
pro

ces
sin

g, di�
ere

nt
sta

nda
rds

req
uir

e imple
ment

atio
n of d

i�e
ren

t alg
orit

hm
s, e

ach
with

its
ow

n tim
ing

con
str

ain
ts.

While
flex

ibil
ity

and
low

pow
er

are
una

voi
dab

le req
uir

em
ent

s for
suc

h sys
tem

s, the
per

-

for
manc

e is cru
cia

l, sin
ce

SD
R sys

tem
s nee

d to
com

ply

with
ext

rem
ely

tigh
t tim

ing
con

str
ain

ts.

The
sim

ple
st app

roa
ch

for
a mult

i-st
and

ard
bas

eba
nd

pro
ces

sor
is to

use
a DSP

and
defi

ne
the

rec
eiv

ing
cha

in

in
sof

tware
. Howeve

r, a tra
dit

ion
al DSP

is not
pow

erfu
l

eno
ugh

for
the

cur
ren

t app
lica

tion
s and

its
pow

er
con

-

sum
pti

on
can

be
too

hig
h for

use
in mobi

le dev
ices

[12
].

Ther
efo

re,
ad-

hoc
har

dw
are

blo
cks

are
nee

ded
for

the

exe
cut

ion
of spe

cifi
c ker

nel
s.

Som
e bas

eba
nd

solu
tion

s pre
sen

t the
cou

plin
g of

a

gen
era

l-pu
rpo

se
cor

e with
ded

ica
ted

co-
pro

ces
sor

s abl
e

to
han

dle
SD

R ker
nel

s (fo
r exa

mple
Expr

ess
o pla

tfo
rm

in [1])
. In

par
ticu

lar,
the

app
lica

tion
-sp

ecifi
c acc

eler
ato

rs

sup
por

ted
the

Wide
ban

d Code
Divis

ion
Multi

ple
Acce

ss

(W
-CDMA [2])

and
Orth

ogo
nal

Fre
que

ncy
Divis

ion
Mul-

tipl
exi

ng
(OFDM

[3])
.

A pos
sib

le alte
rna

tive
is to

use
a gen

era
l-pu

rpo
se co-

pro
ces

sor
. B
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ipt and acce
ptance should be insert

ed late
r

Abstra
ct The perfor

mance of the W-CDMA cell searc
h

algor
ithm can

be significant
ly improve

d using homoge-

neous general
purpose Multi-P

roce
ssor

System
-on-Chip

(MPSoC) arch
itect

ures. The applicat
ion also

scale
s well,

as the number of proce
ssing nodes increas

es, allow
ing

practi
cal acce

lerat
ions to becom

e close
to the theoret

i-

cal maxim
um. In this work we descri

be a template
MP-

SoC arch
itect

ure based
on multiproce

ssor
computatio

nal

clusters
, calle

d Ninesilic
a. Each Ninesilic

a consist of nine

proce
ssing nodes based

on COFFEE RISC arch
itect

ure.

MPSoC inter
- and intra

-cluster
communicati

on are en-

abled using hierar
chical N

etwork-o
n-Chip with dedicate

d

point
to point

and broad
cast

communicati
on servi

ces for

better
perfor

mance. Proposed
template

has been used to

instan
tiate

complete
syste

ms with one and four Ninesil-

ica clusters
, resulting in MPSoCs with resp

ectiv
ely 9 and

36 computatio
nal nodes. The MPSoCs have been physi-

cally
protot

yped on a FPGA device
, and the W-CDMA

cell searc
h algor

ithm has been mapped on both MPSoC

platfo
rms. The four Ninesilic

a MPSoC can
exec

ute W-

CDMA in 20.5m
s (at 115M

Hz, slow
mode implementa

-

tion) with the total
speed-up of 24.3X

and 3.3X
when

compared
to a single proce

ssing core
syste

m and to a

single Ninesilic
a cluster

resp
ectiv

ely.
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1 Intr
oductio

n

The evolu
tion

of mobile device
s over

the past year
s and

the vide varie
ty of wirele

ss connectiv
ity proto

cols
re-

sulted
in the develo

pment of the Softw
are Defined Radio

(SDR). This technology
will replace

trad
ition

al wirele
ss

recei
vers,

built to support only one radio proto
col since

the RF components
are most of the time design

ed ac-

cord
ing to only one tran

smissio
n frequ

ency. Thus, the

baseb
and proce

ssor
supports

only the algor
ithms used

for a specific stan
dard. In an SDR device

, the same hard-

ware is able to recei
ve signals from

di�eren
t frequ

ency

bands and decod
e them using di�eren

t proto
cols.

There-

fore,
the same recei

ver
can

synchronise with di�eren
t

wirele
ss networks

(cell
ular networks

, Wi-Fi, WiMAX,

etc..
.). Unfortu

nately
, practi

cal design
of such device

s is

quite complex.
The RF front

-end, for exam
ple, should

be able to recei
ve the signals using very

broad
frequ

ency

spectru
m. For baseb

and proce
ssing, di�eren

t stan
dards

requ
ire implementa

tion
of di�eren

t algor
ithms, ea

ch with

its own timing constrai
nts.

While flexibility
and low power

are unavoid
able requ

irem
ents

for such syste
ms, the per-

form
ance is crucial,

since SDR syste
ms need

to comply

with extre
mely tight

timing constrai
nts.

The simplest approac
h for a multi-st

andard baseb
and

proce
ssor

is to use a DSP and define the recei
ving chain

in softw
are.

However,
a trad

ition
al DSP is not powerful

enough for the current
applicat

ions and its power con-

sumption
can

be too high for use in mobile device
s [12].

Therefo
re, ad-hoc hardware

blocks
are

needed for the

exec
ution

of specific kern
els.

Some baseb
and solutions presen

t the coupling of a

general-
purpose core

with dedicate
d co-p

roce
ssors

able

to handle SDR kern
els (for

exam
ple Expresso

platfo
rm

in [1]).
In partic

ular, the applicat
ion-specific acce

lerat
ors

supported
the Wideba

nd Code
Divisio

n Multip
le Access

(W-CDMA [2]) and Orthog
onal

Freque
ncy Divisio

n Mul-

tiple
xing

(OFDM [3]).

A possib
le alter

native
is to use a general-

purpose co-

proce
ssor.

BUTTER, a coar
se-gr

ain recon
figurable array

,
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What can machines compute then?
Alain Turing, 1936

HEAD

Rules

Infinite
paper roll

Alphabet

b & * @ & a

Anything that can be 
computed with a 
Turing machine !

8
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Turing machine : conceptual but also real !
Enigma, 1936 The Bomb, 1940

9
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Mechanics are not the best medium !
Claude E. Shannon, 1937

… but electric switches 
are, for sure !

10
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How to make a usable switch?
ENIAC, 1944

11
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... but the size does meter !

1cm

Transistor, 1947 Integrated Circuit, 1958

AND 
THE SCALING
WAS BORN !!!

12
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So, in the ’80 ...

ZX81

… and today:

Mobile 
Encyclopedia 

or
2,5 Penta FLOPS

in a big room

13

1kB RAM 
machine
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What is scaling?

14

ENIAC, 1947

MacBook pro, 2011

IBM XT, 1983

Tendency,
transformed in 

a law...



Université libre de Bruxelles/Faculté des Sciences Appliquées/BEAMS/MILOJEVIC Dragomir

Scaling : Moore’s law and state of the art

15

6 processors on the 
same die
2 billion transistors
1 cm2

Intel Dunnington, 2008
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... if only the car industry did the same … 

Speed 180.000.000 km/h
Fuel 0,04 l/100km
Price 0,0003$

16



Université libre de Bruxelles/Faculté des Sciences Appliquées/BEAMS/MILOJEVIC Dragomir

Technology scaling: the sky is the limit?   
Light

Mask

Lens

Pattern

Wafer

No, but the “size” of the light IS! 

Potential end in 2020 ? 
17
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3D Circuits, 2010

18

What to do next ?
Go for a non-exploited dimension 

But, even if this solution sound fantastic, it is JUST to 
push the limits A BIT FURTHER AWAY, for next couple 

of years (u r concerned)
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But what about the far future? 

Optical computing, 2???
Quantum computing, 2???

19
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Let’s (really) think of the future ...

20

a) New computational paradigm is LESS 
engineering problem and MORE 
fundamental one, as of today

b) Fundamental sciences are not that 
predictive and require some degree of 
fussiness ... Just think of what I’ve said in 
the beginning of this presentation ... and 
how mathematics led to all this 

c) We can’t definitively PLAN, PROJECT 
MANAGE and/or PREDICT the arrival of 
a let’s say Quantum Computer on May 
15th in 2035
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and the business view of it ...
Company

SW
1 Hewlett-Packard
2 Intl. Business Machines
3 Dell
4 Apple
5 Xerox
6 Sun Microsystems
7 NCR
8 Pitney Bowes
9 Gateway

10 Palm

HW
1 Microsoft
2 Oracle
3 Symantec
4 CA
5 Electronic Arts
6 Adobe Systems
7 Intuit

Total SW + HW

$ millions

91,658
91,424
57,095
19,315
15,895
13,068
6,142
5,811
3,981
1,579

305,968

44,282
14,380
4,143
3,805
2,951
2,575
2,362

74,498
380,466

Computer industry
390.000.000.000$

Fortune, 2007

21

But profits are less…
even Apple moves to low-cost 

to get the volume
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Conflicting visions

22

We need to make an important step forward, and the current state of the art 
says: THAT WE ARE ABOUT TO HIT THE WALL IN BOTH WORLDS !!!

Will everything stop because of the lack of gain/or 
because people would like to go 

“back to their sources” (i.e. life without computers)? 
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That we/you need to answer
• Do we want/need better technology for the future?

→ Personally, I would like this to happen ... 

• How to motivate/enable fundamental research in 
this field?

• How to encourage capitalism to become more 
human friendly and really invest in fundamental 
research?

After all, didn’t it all started as a very romantic and 
COMPLETELY un-profitable story?  

Questions for XXIth century ... 

23
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• Scaling (tech/business) model comes to an end ...

• Long term solution
✓ Solid paradigm change (going beyond a short 

term solutions)

• Short term solutions
✓ Better technology (still possible)
✓ Better system understanding (today more then ever)
✓ Co-design of SW/HW/IC technology

Conclusion ...

24

These lectures are about understanding HW 
better and how we can get the best out of it



2. IC manufacturing 
technology perspective

25
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From CMOS transistor ...

26

pMOS transistors work in just the opposite fashion, as might be
guessed from the bubble on their symbol. The substrate is tied to VDD.
When the gate is also at VDD, the pMOS transistor is OFF. When the gate
is at GND, the channel inverts to p-type and the pMOS transistor is ON.

Unfortunately, MOSFETs are not perfect switches. In particular,
nMOS transistors pass 0’s well but pass 1’s poorly. Specifically, when the
gate of an nMOS transistor is at VDD, the drain will only swing between
0 and VDD ! Vt. Similarly, pMOS transistors pass 1’s well but 0’s
poorly. However, we will see that it is possible to build logic gates that
use transistors only in their good mode.

nMOS transistors need a p-type substrate, and pMOS transistors
need an n-type substrate. To build both flavors of transistors on the
same chip, manufacturing processes typically start with a p-type wafer,
then implant n-type regions called wells where the pMOS transistors
should go. These processes that provide both flavors of transistors are
called Complementary MOS or CMOS. CMOS processes are used to
build the vast majority of all transistors fabricated today.

In summary, CMOS processes give us two types of electrically
controlled switches, as shown in Figure 1.31. The voltage at the gate (g)
regulates the flow of current between the source (s) and drain (d). nMOS
transistors are OFF when the gate is 0 and ON when the gate is 1.

30 CHAPTER ONE From Zero to One
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Figure 1.30 nMOS transistor operation

Figure 1.31 Switch models of
MOSFETs
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Gordon Moore, 1929–. Born in
San Francisco. Received a
B.S. in chemistry from UC
Berkeley and a Ph.D. in chem-
istry and physics from
Caltech. Cofounded Intel in
1968 with Robert Noyce.
Observed in 1965 that the
number of transistors on a
computer chip doubles every
year. This trend has become
known as Moore’s Law. Since
1975, transistor counts have
doubled every two years.

A corollary of Moore’s
Law is that microprocessor
performance doubles every
18 to 24 months. Semicon-
ductor sales have also
increased exponentially.
Unfortunately, power con-
sumption has increased
exponentially as well
(© 2006, Intel Corporation.
Reproduced by permission).
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There are two flavors of MOSFETs: nMOS and pMOS (pronounced
“n-moss” and “p-moss”). Figure 1.29 shows cross-sections of each type,
made by sawing through a wafer and looking at it from the side. The
n-type transistors, called nMOS, have regions of n-type dopants adjacent
to the gate called the source and the drain and are built on a p-type
semiconductor substrate. The pMOS transistors are just the opposite,
consisting of p-type source and drain regions in an n-type substrate.

A MOSFET behaves as a voltage-controlled switch in which the gate
voltage creates an electric field that turns ON or OFF a connection
between the source and drain. The term field effect transistor comes
from this principle of operation. Let us start by exploring the operation
of an nMOS transistor.

The substrate of an nMOS transistor is normally tied to GND, the
lowest voltage in the system. First, consider the situation when the gate is
also at 0 V, as shown in Figure 1.30(a). The diodes between the source or
drain and the substrate are reverse biased because the source or drain
voltage is nonnegative. Hence, there is no path for current to flow between
the source and drain, so the transistor is OFF. Now, consider when the gate
is raised to VDD, as shown in Figure 1.30(b). When a positive voltage is
applied to the top plate of a capacitor, it establishes an electric field that
attracts positive charge on the top plate and negative charge to the bottom
plate. If the voltage is sufficiently large, so much negative charge is
attracted to the underside of the gate that the region inverts from p-type to
effectively become n-type. This inverted region is called the channel. Now
the transistor has a continuous path from the n-type source through the
n-type channel to the n-type drain, so electrons can flow from source to
drain. The transistor is ON. The gate voltage required to turn on a transis-
tor is called the threshold voltage, Vt, and is typically 0.3 to 0.7 V.

1.7 CMOS Transistors 29

n

p

gatesource drain

substrate

SiO2

n

gatesource drain
Polysilicon

n p p

gate

source drain

gate
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substrate

(a) nMOS (b) pMOS

Figure 1.29 nMOS and pMOS transistors

The source and drain termi-
nals are physically symmetric.
However, we say that charge
flows from the source to the
drain. In an nMOS transistor,
the charge is carried by elec-
trons, which flow from nega-
tive voltage to positive
voltage. In a pMOS transistor,
the charge is carried by holes,
which flow from positive volt-
age to negative voltage. If we
draw schematics with the
most positive voltage at the
top and the most negative at
the bottom, the source of
(negative) charges in an
nMOS transistor is the bottom
terminal and the source of
(positive) charges in a pMOS
transistor is the top terminal.

A technician holds a 12-inch
wafer containing hundreds
of microprocessor chips
(© 2006, Intel Corporation.
Reproduced by permission).
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n-type and p-type transistors: 

Current flow is controlled by the gate:
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… to gate (switch)

27

pMOS transistors work in just the opposite fashion, as might be
guessed from the bubble on their symbol. The substrate is tied to VDD.
When the gate is also at VDD, the pMOS transistor is OFF. When the gate
is at GND, the channel inverts to p-type and the pMOS transistor is ON.

Unfortunately, MOSFETs are not perfect switches. In particular,
nMOS transistors pass 0’s well but pass 1’s poorly. Specifically, when the
gate of an nMOS transistor is at VDD, the drain will only swing between
0 and VDD ! Vt. Similarly, pMOS transistors pass 1’s well but 0’s
poorly. However, we will see that it is possible to build logic gates that
use transistors only in their good mode.

nMOS transistors need a p-type substrate, and pMOS transistors
need an n-type substrate. To build both flavors of transistors on the
same chip, manufacturing processes typically start with a p-type wafer,
then implant n-type regions called wells where the pMOS transistors
should go. These processes that provide both flavors of transistors are
called Complementary MOS or CMOS. CMOS processes are used to
build the vast majority of all transistors fabricated today.

In summary, CMOS processes give us two types of electrically
controlled switches, as shown in Figure 1.31. The voltage at the gate (g)
regulates the flow of current between the source (s) and drain (d). nMOS
transistors are OFF when the gate is 0 and ON when the gate is 1.
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Gordon Moore, 1929–. Born in
San Francisco. Received a
B.S. in chemistry from UC
Berkeley and a Ph.D. in chem-
istry and physics from
Caltech. Cofounded Intel in
1968 with Robert Noyce.
Observed in 1965 that the
number of transistors on a
computer chip doubles every
year. This trend has become
known as Moore’s Law. Since
1975, transistor counts have
doubled every two years.

A corollary of Moore’s
Law is that microprocessor
performance doubles every
18 to 24 months. Semicon-
ductor sales have also
increased exponentially.
Unfortunately, power con-
sumption has increased
exponentially as well
(© 2006, Intel Corporation.
Reproduced by permission).
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should go. These processes that provide both flavors of transistors are
called Complementary MOS or CMOS. CMOS processes are used to
build the vast majority of all transistors fabricated today.

In summary, CMOS processes give us two types of electrically
controlled switches, as shown in Figure 1.31. The voltage at the gate (g)
regulates the flow of current between the source (s) and drain (d). nMOS
transistors are OFF when the gate is 0 and ON when the gate is 1.
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sumption has increased
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(© 2006, Intel Corporation.
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pMOS transistors are just the opposite: ON when the gate is 0 and OFF
when the gate is 1.

1 . 7. 5 CMOS NOT Gate

Figure 1.32 shows a schematic of a NOT gate built with CMOS transis-
tors. The triangle indicates GND, and the flat bar indicates VDD; these
labels will be omitted from future schematics. The nMOS transistor, N1,
is connected between GND and the Y output. The pMOS transistor, P1,
is connected between VDD and the Y output. Both transistor gates are
controlled by the input, A.

If A ! 0, N1 is OFF and P1 is ON. Hence, Y is connected to VDD
but not to GND, and is pulled up to a logic 1. P1 passes a good 1. If
A ! 1, N1 is ON and P1 is OFF, and Y is pulled down to a logic 0. N1
passes a good 0. Checking against the truth table in Figure 1.12, we see
that the circuit is indeed a NOT gate.

1 . 7. 6 Other CMOS Logic Gates

Figure 1.33 shows a schematic of a two-input NAND gate. In schematic
diagrams, wires are always joined at three-way junctions. They are
joined at four-way junctions only if a dot is shown. The nMOS transis-
tors N1 and N2 are connected in series; both nMOS transistors must be
ON to pull the output down to GND. The pMOS transistors P1 and P2
are in parallel; only one pMOS transistor must be ON to pull the output
up to VDD. Table 1.6 lists the operation of the pull-down and pull-up
networks and the state of the output, demonstrating that the gate does
function as a NAND. For example, when A ! 1 and B ! 0, N1 is ON,
but N2 is OFF, blocking the path from Y to GND. P1 is OFF, but P2 is
ON, creating a path from VDD to Y. Therefore, Y is pulled up to 1.

Figure 1.34 shows the general form used to construct any inverting
logic gate, such as NOT, NAND, or NOR. nMOS transistors are good at
passing 0’s, so a pull-down network of nMOS transistors is placed between
the output and GND to pull the output down to 0. pMOS transistors are

1.7 CMOS Transistors 31

Figure 1.32 NOT gate schematic

Figure 1.33 Two-input NAND
gate schematic
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Table 1.6 NAND gate operation

A B Pull-Down Network Pull-Up Network Y

0 0 OFF ON 1

0 1 OFF ON 1

1 0 OFF ON 1

1 1 ON OFF 0

pMOS
pull-up
network

output
inputs

nMOS
pull-down
network 

Figure 1.34 General form of an
inverting logic gate
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If the control is binary, the transistor acts like 
a switch:

2 switches used to 
make an inverter:
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Evolution of CMOS
• We print features on silicon 

• If we can print smaller features : 
✓ We can reduce transistors size
✓ We can reduce width/length of the interconnect
✓ More functionality at higher performance for the same 

area (cost)

→ This is SCALING

• Currently:
✓ 28, 22nm but with lot’s of issues
✓ 14nm Intel – DELAYED 
✓ 11nm should arrive sometimes in the near future

28
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Scaling enables better performance 

29

1.1 Introduction 

10,000 

1000 

1978 1980 1984 1986 1 2000 2002 2004 2006 

Figure 1.1 Growth in processor performance since the mid-1980s. This chart plots performance relative to the 
VAX 11/780 as measured by the SPECint benchmarks (see Section 1.8). Prior to the mid-1980s, processor perfor-
mance growth was largely technology driven and averaged about 25% per year. The increase in growth to about 
52% since then is attributable to more advanced architectural and organizational ideas. By 2002, this growth led to a 
difference in performance of about a factor of seven. Performance for floating-point-oriented calculations has 
increased even faster. Since 2002, the limits of power, available instruction-level parallelism, and long memory 
latency have slowed uniprocessor performance recently, to about 20% per year. Since SPEC has changed over the 
years, performance of newer machines is estimated by a scaling factor that relates the performance for two different 
versions of SPEC (e.g., SPEC92, SPEC95, and SPEC2000). 

Second, this dramatic rate of improvement has led to the dominance of 
microprocessor-based computers across the entire range of the computer design. 
PCs and Workstations have emerged as major products in the computer industry. 
Minicomputers, which were traditionally made from off-the-shelf logic or from 
gate arrays, have been replaced by servers made using microprocessors. Main-
frames have been almost replaced with multiprocessors consisting of small num-
bers of off-the-shelf microprocessors. Even high-end supercomputers are being 
built with collections of microprocessors. 

These innovations led to a renaissance in computer design, which emphasized 
both architectural innovation and efficient use of technology improvements. This 
rate of growth has compounded so that by 2002, high-performance microproces-
sors are about seven times faster than what would have been obtained by relying 
solely on technology, including improved circuit design. 
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Evolution of CMOS
• This was the model that run smoothly for past 50 years  

• This is not the case any more … 

• After 100nm (sub-micron, ultra deep sub-micron) technology 
nothing is going to be the same as before
 → More then Moore paradigm
✓ Inversion of scaling properties
✓ Gains are not the same 
✓ We start even loosing … 

30

Scaling side effects !
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Scaling side effects : a) $$$$$                 1/2
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Consequence → Technology evolution and design 
capability do not follow the same path !
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Cost examples                                         2/2
• IC cost : very complex equation that is in general carefully 

balanced (in a very simplified form)
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Cost of a processor

IC cost  =  Die cost   +   Testing cost   +   Packaging cost
                                         Final test yield
Packaging Cost:  depends on pins, heat dissipation

Chip Die Package Test & Total
cost pins type cost  Assembly

386DX $4 132 QFP $1 $4 $9
486DX2 $12 168 PGA $11 $12 $35
PowerPC 601 $53 304 QFP $3 $21 $77
HP PA 7100 $73 504 PGA $35 $16 $124
DEC Alpha $149 431 PGA $30 $23 $202
SuperSPARC $272 293 PGA $20 $34 $326
Pentium $417 273 PGA $19 $37 $473
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• In practice: constantly increasing !
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Scaling side effects : b) performance gains

33

We have gate delays that decrease, 
but not those of the wires : 

→ We can compute fast, but we communicate slowly !

1 INTRODUCTION
Implementing nanometer-scale ICs begins and ends with wires. Wires are so dominant that little is known about a
design’s performance or manufacturability without them. In fact, nanometer design strategies that are not clearly
focused on rapid wire creation, optimization, and analysis are destined to fail.

This paper describes the requirements for an effective, reliable IC implementation platform for the 90 nm process
node and beyond. It begins with a description of the central role wires play in nanometer design and why
traditional linear design flows are insufficient. It then describes a new continuous convergence methodology, 
which has proven highly valuable at 0.13 micron and will be absolutely necessary at 90 nm. 

Next, the paper describes the key implementation, analysis, and database technologies needed to enable this
methodology. Implementing nanometer designs requires nanometer routers that optimize wire creation for both
performance and manufacturability. Verifying nanometer designs requires nanometer analysis tools that accurately
model physical effects as they would occur in the target silicon. Efficiently representing these designs — most of
which will be large digital designs with critical analog circuitry — requires unified nanometer databases with massive
capacity and efficient extensibility.

Wires must be the centerpiece of any nanometer methodology. Without such a methodology, design teams will not
be able to create massively complex nanometer ICs in a timeframe of relevance.

2 WIRING DOMINATES NANOMETER DESIGN
In nanometer design, wiring delay accounts for the vast majority of overall delay. It is well known that delay has
been shifting from gates to wires for quite some time. As shown in Figure 1, wiring delay exceeds gate delay at 
0.18 micron and below in aluminum processes, and at 0.13 micron and below in copper. By 90 nm, wiring delay will
account for some 75% of the overall delay. As a result, design teams need to shift their focus from logic
optimization to wire optimization.

Figure 1: Wire and gate delay in Al and Cu

2.1 THE CHANGING NATURE OF DELAY

In addition to dominating overall delay, nanometer design exacerbates physical effects that introduce substantial
delay — notably signal integrity (SI) and IR (voltage) drop. These effects can be considerable even at 0.18 micron. By
0.13 micron, “sign-off” timing analysis tools miss numerous SI- and IR drop-based degradations that are comparable
in magnitude to the nominal timing and much more difficult to predict. Yet, many design teams continue to use
delay calculations based on over-simplified models (e.g., lumped capacitance) down to 0.13 micron. Doing so results
in both reduced performance — due to high margins — and excessive, time-consuming design iterations. At 90 nm,
timing analysis that does not include SI and IR drop effects is essentially meaningless. 

2.1.1 Cross coupling

Delay is a function of wire loading and wire drive. At 0.25 micron and above, the primary wire capacitance is due 
to coupling to electrical ground and is largely proportionate to wire length; doubling the wire length doubles the
capacitance. Steiner, or global, routing estimates predict the wire length based on placement. 
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Consequence → Optimization should be done at 
communication level too !!! (NoCs)

Wire delay
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Scaling side effects : c) power

34
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End result is : 
• That the CPU F do not increase anymore, to get more 

functionality (performance) we increase the parallelism

35
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System level impact of scaling 

36

Figure 2-7 shows how processor frequency has scaled over time com-
pared to the processor bus transfer rate. In the 1980s, processor fre-
quency and the bus transfer rate were the same. The processor could
receive new data every cycle. In the early 2000s, it was common to have
transfer rates of only one-fifth the processor clock rate. To compensate
for the still increasing gap between processor and memory perform-
ance, processors have added steadily more cache memory and more
levels of memory hierarchy.
The first cache memories used in PCs were high-speed SRAM chips

added to motherboards in the mid-1980s (Fig. 2-8). Latency for these
chips was lower than main memory because they used SRAM cells
instead of DRAM and because the processor could access them directly
without going through the chipset. For the same capacity, these SRAM
chips could be as much as 30 times more expensive, so there was no hope
of replacing the DRAM chips used for main memory, but a small SRAM
cache built into the motherboard did improve performance.
As transistor scaling continued, it became possible to add a level 1

cache to the processor die itself without making the die size unreason-
ably large. Eventually this level 1 cache was split into two caches, one
for holding instructions and one for holding data. This improved
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Figure 2-7 The memory gap. (Source: Sandpile.org.)

Memories and CPUs 
do not scale equally !



3. Computing systems 
performance

37
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Performance                                           
• Clock cycle (Clk)

✓ Clk is there because CPU is a synchronous logic circuit (circuits 
with feedback) – system state is stored in flip-flops

✓ Clk is used to drive all flip-flops in the design (data-flow from flops 
to flops, so for the combinatory circuits too)

✓ Typically one master clock that supply different clock domains

38
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Performance                                           
• We can measure the number of cycles required to execute all 

instruction within a computer program

• We can count the number of executed instructions

• Cycles per instruction (CPI) — on average for a given program : 

39

✓ Total number of cycles to execute
✓ CPI = 
✓ Total number of instructions in the program
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Performance                                           
• CPI of each instruction (CPU data sheet)

✓addition, logic operation (simple) — 1 cycle, 

✓multiplication (complex operation) — from 1 to few cycles, depending 
on hardware

• Instruction(s) Per Cycle (IPC) — for an application 

✓ IPC = 1/CPI — but computed a posteriori (profiling)

✓ Measures the parallelism if it is > 1 

✓ Most of the computers should have this TRUE !!!

40
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Performance
• Execution of a computer program (IC — app instruction count): 

CPU_time = Clk x CPI x IC

• How to minimize CPU_time ?
✓ Increase Clk → Increase F (will not hold that long) 
→ look at IC scaling predictions for the future from node to 
node:

41
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Performance
• How to minimize CPU_time ?

✓ Increase Clk → Increase F (will not hold that long)

✓ Reduce CPI → Parallelism: 
inter et intra CPU (multi, scalar, super-pipeline etc.)

✓ Reduce IC → Algorithm, SIMD, implementation (SW), …

• Certain mechanisms are automatic, others are not !
→ Optimizations as function of the architecture

• You need to know HW and the way that operate to be able to 
exploit at best all the possibilities that are there !

42
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Solutions?
• Improve tech
• Increase parallelism … multi, many core → multi-processor
• Better usage at application level 
• After all, all these 

systems are used 
badly …

• Let’s see this on a 
concrete example

DATA CENTERS!!!
(cloud computing)

43



4. Example of poor usage: 
Data Centers

44
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Data centers are power hungry ! 

45

Board Rack
Building

… in all, thousands of CPUs using considerable power.
Did BIG ones (MS, Yahoo, etc.) 

became “GREEN” ?

$$$ Electricity bill $$$
In 2007: 7.2 Billions US$
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Data centers use traditional cores  

46

•Heavily pipelined

•Bunch of FPUs

•SIMD support 

•Big, shared 
caches

•Complex circuits, 
built to suit any 
application …
(as long as it is not 
embedded)
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How good multi-core really is?

47

Too few 
cores! 

Cores 
too fat! 

10 MB (80%) waste of silicon (no reuse)! 

B/W 
unused! 
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But how good parallelism really is?

48
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But how good parallelism really is?

49
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Learnings
• “One fits all” solution was the only one economically viable 

✓ Same CPU: for gaming, scientific computing, grandma’s word-
processing and data center

✓ Worked very well in the past (Intel), but ...

✓ Doesn’t work any more !

• Computing usage habit changed: we eventually went back to the 
terminal/main frame concept from the past (tablet/cloud)

✓ Small/or not embedded computing power with IO capacity

• Demand on high-perf CPUs is slowing down, much more then 
even almighty Intel predicted: 14nm fab is delayed !
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5. What could happen 
in the future ?

(this is not a tale)
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Computer classes and important issues
• Desktop Computing

✓ Price-performance ratio and graphics 
capabilities (gaming!, look at NVIDIA)

• Servers

✓ Throughput, availability, scalability
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• Embedded Computers

✓ Price, power consumption, 
application-specific performance
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Computer classes — Winds of change
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What could happen in the near future ?
• Desktop Computing — disappears, Intel opens their fab 

and stop working on CPUs 

• Servers — made using low power cores like ARM

• Embedded Computers — made using the “same” low-
power cores used for servers 
(just look at the Apple products: iPhone/iPad)

• What about CPUs?

✓ CPU architectures are stable

✓ Instructions set do not change much 
(although they can be adapted to a particular app)

✓ We need to start really using them → plus system integration
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So what’s for us there?
• Whatever underlaying tech will be used (even in the far 

future) some processing devices will always be there 

✓ Atomic adder — it is still an adder

• Processing device = CPU
• Architectural concepts of the CPU may vary depending on 

the technology offering, but lots of fundamental concepts will 
probably remain the same
✓ Even if low-power CPUs are killing desktop CPUs they still

✦ Have pipelined structure
✦ Use reg files and ALUs to compute things
✦ Parallelize what ever could be done in parallel … & many others
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